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Abstract

We have conducted a high-precision measurement of the A binding energy (B,)
of the hypertriton (3H) using decay pion spectroscopy at the Mainz Microtron
(MAMI). Although 3H, the lightest A hypernucleus, has long served as a bench-
mark in hypernuclear physics, its fundamental properties such as B, and lifetime,
have remained uncertain, with recent heavy-ion collision experiments reporting
conflicting results. This longstanding discrepancy, known as the “hypertriton puz-
zle,” has highlighted the need for a more direct and precise measurement.

To address this, we upgraded the previous experimental method used in the
successful 4 H spectroscopy at MAMI. In particular, a natural lithium ("Li) target
with low atomic number and density was adopted to reduce both electromagnetic
and hyperfragment-induced backgrounds. The target was elongated to 45 mm
along the beam axis to ensure high luminosity, while its transverse thickness was
limited to 0.75 mm to minimize pion energy loss. As a result, this method enabled
the first observation of a distinct 3H decay 7~ momentum peak exceeding the 3o
significance level. Decay 7~ from }H was also observed, as well as in the previous
study.

This thesis provides a detailed explanation of the experimental methods and
data analysis. The decay 7~ momentum was calibrated based on the previous study
at MAMI, which reported a reference value of p,- (1H) = 132.867 & 0.013 (stat.) +
0.107 (syst.) MeV/c [Sch+16]. As a result, the following values were obtained:

* p.—(3H) = 113.789 £ 0.020 (stat.) & 0.112 (syst.)MeV/c
 By(3H) = 0.523 & 0.013 (stat.) & 0.075 (syst.) MeV

The calibration using electron elastic scattering at F;, = 420 MeV was also per-
formed. The measured momenta were:

* p.—(3H) = 113.661 = 0.020 (stat.) + 0.245 (syst.) MeV/c,
* pr(AH) = 132.718 £ 0.007 (stat.) = 0.246 (syst.) MeV/c.
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The corresponding A binding energies were determined as:
« By(3H) = 0.609 = 0.013 (stat.) = 0.165 (syst.) MeV,
 By(4H) = 2.265 & 0.005 (stat.) + 0.178 (syst.) MeV.

The statistical precision achieved is ten times better than that of previous mea-
surements of B, (3H). The associated systematic uncertainty currently dominates
the result. During calibration data taking of electron elastic scattering, a novel
method of beam energy measurement based on undulator interferometry was also
conducted. Itis expected to be reduced to below 30 keV once the undulator analysis
is completed.

These results, including the clearly resolved momentum difference between 3H
and 4 H, provide crucial input for understanding the A— NN interaction and resolving

the hypertriton puzzle.
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Chapter 1

Introduction

1.1 Strangeness nuclear physics

What constitutes the world around us, and where does the origin of matter lie?
These are fundamental questions that humanity has pondered for generations. The
Standard Model of modern physics, which represents the current pinnacle of our
understanding, posits that quarks and leptons are the elementary building blocks
of matter. Among them, quarks participate in strong interactions, and both quarks
and leptons are organized into three generations (see Table 1.1).

Table 1.1: Quarks and Leptons

Charge | Spin | First Gen. | Second Gen. | Third Gen.
2 1
2 1 t
Quark + ? e ? U &
—3 € 5 d S b
0 1 . T
Lepton 2 Y Yn g
—e 3 e L T

In each generation, quarks appear in pairs with electric charges of +2¢ and —ze.
In the strong interaction, the concept of color charge plays a central role. Quarks
possess three colors—red, green, and blue—and form color-neutral bound states
due to confinement. Composite particles formed through the strong interaction
among quarks are called hadrons. Among these, hadrons composed of a quark
and an antiquark are known as mesons, while those consisting of three quarks are
called baryons.

All visible matter, including human beings, is composed of atoms, which consist
of nuclei surrounded by electrons. The atomic nucleus itself is made up of protons
and neutrons, which are baryons with quark compositions of uud and udd, respec-
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2 CHAPTER 1. INTRODUCTION

tively. The strong interaction between protons and neutrons is called the nuclear
force, and atomic nuclei are quantum many-body systems bound by this force.

Although the nuclear force is fundamentally based on the forces described by
quantum chromodynamics (QCD), which governs the interactions between quarks
and gluons, it is challenging to apply QCD directly because protons and neutrons
are composite particles that do not carry net color charge. For this reason, phenom-
ena in the low-energy regime (below the pion production threshold), where elastic
scattering is dominant, have been described using potential models that consider
nucleon-nucleon distances as well as spin and isospin degrees of freedom.

These potential models have been constructed based on thousands of nucleon-
nucleon scattering data points and on the binding energy and electromagnetic
structure of the deuteron, forming systematic frameworks of the so-called realistic
nuclear forces, including the Bonn, Paris, and Argonne potentials.

Characteristic properties of the nuclear force include its attractive nature and
short-range behavior, as well as its dependence on spin, its non-central (tensor)
component, charge symmetry, and spin-orbit interactions. In this sense, the nu-
clear force has been well understood within the framework of isospin SU(2) sym-
metry, which reflects the approximate invariance under the exchange of u and d
quarks, and has enabled systematic descriptions of nucleon-nucleon interactions,
particularly in the long-range and intermediate-range regions dominated by pion
exchanges.

However, it is also known that the nuclear force exhibits a strong short-range
repulsive core, the origin of which remains to be fully understood. The repulsive
core has been the subject of longstanding debate, with suggestions that the quark
structure, such as quark Pauli blocking and color-magnetic interactions, plays a
crucial role [OY81; FSNO7; RNY10; IAHO7]. Understanding the quark degrees of
freedom in this context remains an important challenge in elucidating the short-
range structure of the nuclear force.

One promising approach to connecting our understanding of the nuclear force
to QCD and addressing its unresolved short-range behavior is to extend the frame-
work from isospin SU(2) symmetry to flavor SU(3) symmetry by introducing hyper-
ons containing strange quarks. Studying hyperon-nucleon and hyperon-hyperon
interactions allows the quark-originated components of the short-range repulsive
core to be distinguished from meson-exchange contributions. This approach is ex-
pected to play a crucial role in elucidating the fundamental nature of the nuclear
force and in advancing our understanding of the strong interaction.
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The s quark carries a quantum number called strangeness, S = —1. Quarks
possess spin 1/2 and baryon number B = 1/3, so baryons, composed of three
quarks, have B = 1. A quantity called hypercharge Y is defined as:

Y=B+S (1.1.1)

The electric charge () of a quark is related to its isospin third component /5 and
hypercharge Y via the following relation:

Q=h+§ (1.1.2)

This relation is known as the GellMann-Nishijima formula.

Among baryons containing an s quark, those with spin-parity J* = %+ form
the baryon octet shown in Fig. 1.1(a), while those with J* = %+ form the baryon
decuplet shown in Fig. 1.1(b). In these figures, the vertical axis represents hyper-
charge Y and the horizontal axis denotes the third component of isospin /5. The
charge ) of each baryon is also indicated.

0<-1 00 0=1 0=-1 =0 g<1 02
\E‘: \:.:.:\‘x Y \:.:\‘x E“x \:.:.:\‘x Y E“x E“x
@ @ ¢ 6. 06 o
n ~._}\\ p \ Afk‘ AO .,\\\\ A+ \ A++ \

. 1 ‘20 12 g I 2'* 12 20. 172 Z’* .‘13

o+ ® ®

B\ =0, =N oRUN
\ =0 \ E0N

(a) Baryon octet with spin 1/2 (b) Baryon decuplet with spin 3/2

Figure 1.1: (a) The baryon octet with J¥ = %Jr, and (b) the baryon decuplet with

JP = %Jr. Vertical axis: hypercharge Y'; horizontal axis: isospin component /3;
numbers indicate the electric charge Q.

Table 1.2 summarizes the basic properties of hyperons with J* = %Jr [Gro+22].
These hyperons primarily decay via the weak interaction and typically exhibit
lifetimes on the order of ~ 107! seconds. However, the short lifetime of hyperons
makes hyperon-nucleon scattering experiments extremely challenging, resulting in
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Table 1.2: Basic properties of hyperons with J© = " [Gro+22]

1
2

Hyperon | Mass (MeV/c?) Lifetime (s) Decay Mode | Branching Ratio (%)
- 63.9(5
A 1115.683(6) | 2.632(20) x 10710 b (5)
nm? 35.8(5)
0 1192.642(24) | 7.4(7) x 10°2 Ay 100
0 51.57(30
S+ 1189.37(6) | 8.018(26) x 10~ br (30)
nmt 48.31(30)
5= 1197.45(4) | 1.479(11) x 10~1 nmw- 99.848(5)
=0 1314.86(20) 2.90(20) x 10710 Ar© 99.524(12)
=- 1321.71(7) | 1.639(15) x 10~10 Ar~ 99.887(35)

very limited available scattering data. Existing YN scattering data are restricted
to specific beam momentum ranges and suffer from low statistics. This is mainly
because hyperons often decay before detection, making it difficult to realize YN
scattering experiments in practice. Recently, at J-PARC, progress has been made
using high-intensity pion beams, where a novel method has been successfully em-
ployed in Yp scattering experiments. In this approach, ¥ hyperons produced via
the mp — KX reaction are scattered off protons within the target, and the iden-
tification of scattering events is achieved by detecting only the final-state particles
and reconstructing the kinematics, offering a promising avenue for future develop-
ments.

In contrast, the strong interaction that dominates inside nuclei occurs on a
much shorter timescale of ~ 1072* seconds. Therefore, even with their relatively
short lifetimes, hyperons can be bound within nuclei and participate in nuclear
interactions as constituent particles. Nuclei that contain one or more hyperons as
constituents are referred to as hypernuclei.

If the mass m({Z) of a A hypernucleus is measured via spectroscopy, one can
determine the A binding energy B,, which quantifies the strength of the attractive
force between the A and the nuclear core:

Bp = Mcore +ma — m(fZ) (1.1.3)

Here, mcoe is the mass of the core nucleus and m, is the mass of the A hyperon.
The value of B, provides essential information about the hyperon-nucleon (Y N)
interaction. This interaction, as an extension of the conventional nucleon-nucleon
(N N) force to the “baryon force,” is expected to shed light on unresolved problems
in nuclear forces, such as the origin of the short-range repulsive core.
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Furthermore, it has been suggested that hyperons may emerge in high-density
environments such as the cores of neutron stars, where the chemical potential of
nuclear matter can exceed the mass difference between nucleons and hyperons.
Thus, hyperons are of interest not only in conventional nuclear matter but also in
extreme states of matter.

Additionally, since hyperons are distinguishable from nucleons and not subject
to the Pauli exclusion principle with respect to them, they can occupy various quan-
tum states within the nucleus. This feature allows hyperons to serve as probes for
exploring nuclear structure, or conversely, to investigate how hadron properties
are modified within the nuclear medium.

Due to their profound physical significance, hypernuclei have been actively
studied since the first observation of a A hypernucleus decay event using nuclear
emulsions in 1953 [DP53]. To date, approximately 40 types of A hypernuclei have
been identified, with experimental efforts expanding to include > and double-A
hypernuclei.

1.2 Recent hot topics of s-shell hypernuclear physics

This section outlines the current experimental status and surrounding issues of
s-shell hypernuclei, 3H and }H.

1.2.1 Hypertriton puzzle

The hypertriton (3 H) is the lightest known hypernucleus, consisting of a three-body
system composed of a A hyperon, a proton, and a neutron. It is characterized by
several remarkable features: an extremely small binding energy of approximately
130 keV [Jur+73], a halo structure with an extended A wave function, and domi-
nance of the S-wave component, which makes it highly sensitive to the AN inter-
action.

Notably, the hypertriton is the only three-body bound hypernuclear system in
which the S-wave structure is well determined, providing a unique benchmark
for extracting the parameters of the AN interaction, such as the scattering length
and effective range. As the NN interaction is precisely determined from deuteron
properties and other experimental scattering data, the binding energy of the hy-
pertriton strongly depends on the details of the AN interaction. In particular, its
weakly bound nature means that even small variations in the AN scattering length
can significantly affect the binding energy, potentially leading to unbinding. In-
deed, previous theoretical studies have shown that the calculated A binding en-
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ergy, By, can vary by more than 100 keV depending on the YV interaction model
employed [Hiy+00; GGM12; NAMO03].

The dominance of the S-wave in the hypertriton arises from the fact that the rel-
ative motions of the A —p, A —n, and p—n pairs can be described almost entirely by
the [ = 0 component, while the D-wave admixture due to tensor forces is negligibly
small compared to that in the deuteron. Few-body calculations have demonstrated
that the D-wave admixture in the hypertriton is below 0.2%, confirming its S-wave
dominance [Hiy+96]. This property ensures that the hypertriton is highly sensi-
tive to the low-energy effective parameters of the AN interaction, including the
scattering length and effective range.

Given these unique features, the hypertriton serves as a crucial benchmark
for understanding hyperon-nucleon interactions and, by extension, the role of
strangeness in nuclear forces. Determining its fundamental properties with high
precision is therefore of critical importance for advancing our knowledge of bary-
onic forces and for exploring the role of quark degrees of freedom within nuclear
systems. However, despite its significance, large experimental uncertainties still
remain in measurements of both the A binding energy (B,) and the lifetime (7) of
the hypertriton, underscoring the need for further precise experimental investiga-
tions.

Lambda hypernuclear decay and lifetime

Before addressing the puzzle, it is useful to briefly review the decay and lifetime
of A hypernuclei.

Due to strangeness conservation, A hypernuclei cannot decay via the strong
interaction. Instead, they decay through the weak interaction, which does not
conserve strangeness (S = —1 — S = 0).

The decay of a free A particle is well understood, with a lifetime of (263.1 &+
2.0) ps and nearly 100% probability of decaying into a nucleon and a pion. The
dominant decay modes are summarized in Table 1.3.

When a A is bound within a nucleus, it can decay via two primary channels. The
mesonic weak decay involves emission of a pion, as shown in Table 1.3, where the
emitted nucleons have momenta of about 100 MeV/c. Since this is below the Fermi
momentum (approximately 270 MeV/¢), Pauli blocking suppresses this decay.

On the other hand, a unique nuclear decay channel known as non-mesonic
weak decay becomes possible: A+ N — N + N. In this mode, no meson is emitted,
and the resulting nucleons have momenta around 420 MeV/c¢, above the Fermi
momentum, so the decay is not Pauli suppressed. As a result, non-mesonic decay
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Table 1.3: Decay modes of the A hyperon [Gro22]

Decay mode Branching ratio Decay momentum (MeV/c)
prT (63.94+0.5)% 101
nm® (35.8+0.5)% 104
ny (1.75 £ 0.15) x 1073 162
prTy (84+1.4)x10~* 101
pe e (8.3240.14) x 10~* 163
DI Dy (1.57 £ 0.35) x 1074 131

becomes dominant in heavier hypernuclei.
The lifetimes of A hypernuclei are therefore shortened relative to the free A, and
measured lifetimes for medium-heavy hypernuclei are typically around 200 ps [Bha+98].

World data of Hypertriton

Figure 1.2 summarizes the world data on the A binding energy and lifetime of 3H.

6 : : : 0.025+

world average: 0.164 + 0.043 MeV world average: 237 f;o ps (scaled by 1.03) --- free A

5 0.0201

ALICE, 2022 (Heavy lon Coll.) [

g A
é 4 ALICE, 2023 (Heavy lon Coll) & STAR, 2021 (Heavy lon Coll)
> STAR, 2020 (Heavy lon Coll) %. 0.0154 ul ALICE, 2019 (Heavy lon Coll.) |
[ g L ALICE, 2019 (Heavy lon Coll.)
¢ 3 M. Juric, 1973 (Emulsion) o
° > —e STAR, 2018 (Heavy lon Coll.)
g i 1 G. Keyes, 1970 (Bubble Ch.) H 0.010 ALICE, 2016 (Heavy lon Coll.) |
el ! k
2] ) " L ®©
% K. Chaudhari, 1968 (Emulsion) _g HypHI, 2013 (Heavy lon Coll.)
& C. Mayeur, 1966 (Emulsion) = 0.0054 G. Keyes, 1973 (Bubble Ch.)
L ; 1 R. G. Ammar, 1962 (Emulsion) B [ G. Keyes, 1970 (Bubble Ch.)
‘}Lv—< Y. Prakash, 1961 (Emulsion) E—— G. Keyes, 19§§ (Bubble Ch;) .
0 T T - T 0-7 T T D
0 0.5 1.0 100 200 300 400 500 600
,3\H A binding energy [MeV] ?\H lifetime T [ps]

Figure 1.2: World data summary of 3H A binding energy (left) and lifetime (right),
adapted from the hypernuclear chart compiled by the A1 Collaboration [EA+21].

B, values of 3H were first measured in early experiments using nuclear emul-
sions and bubble chambers. In the 1970s, Juri¢ summarized these results [Jur+73],
including a reanalysis of 122 events from Ref. [Boh+68]. The resulting value was:

Br(BH) = 0.13 £ 0.05 MeV (1.2.1)

The small binding energy of 3H, in contrast to the several MeV binding seen in
heavier hypernuclei, has led to its interpretation as a weakly bound A halo nucleus.
This implies that the spatial separation between the A and the deuteron core is
relatively large, resulting in a small overlap of their wave functions. Therefore, the
lifetime of 3H is expected to be longer than that of typical hypernuclei and closer
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to the free A lifetime. This interpretation is also supported by few-body theoretical
calculations, such as those based on Faddeev calculations [Kam+98; GG19].

However, this understanding was challenged in the 2010s, when heavy-ion col-
lision experiments reported significantly shorter lifetimes (7 ~ 200 ps) [Rap+13;
Ada+16; Ada+18]. This was surprising given the weak binding of 3H, and the
discrepancy sparked interest as the so-called “hypertriton puzzle.” More recent
measurements by STAR and ALICE updated the reported values, with ALICE find-
ing a lifetime closer to the free A value [Ach+23].

For B,, conflicting results were also reported in the 2020s. ALICE reported
By = 102 £ 63 (stat.) + 67 (syst.) keV [Ach+23], consistent with older measure-
ments, while STAR reported a significantly deeper value of By, = 406+ 120 (stat.) £
110 (syst.) keV [Ada+20]. Additionally, an analysis using machine learning on
nuclear emulsion data from the J-PARC EQ7 experiment reported By, = 0.23 +
0.11 (stat.) £ 0.05 (syst.) MeV [Kas+25].

Resolving the hypertriton puzzle requires careful determination of both B, and
7, and the topic remains an active area of research in both theoretical and experi-
mental strangeness nuclear physics.

Theoretical calculations

Various theoretical approaches have been employed to calculate the A binding
energy of 3H. In the classical work by Dalitz, the value was estimated as B, =
0.10 MeV [Dal+72], consistent with the nuclear emulsion results available up to
the 1970s. Since then, significant progress has been made in both the experimental
data and the theoretical framework for describing hypernuclei.

A key development in theoretical hypernuclear physics is the recognition of the
role played by AN — XN coupling. Although the A and ¥ hyperons differ in mass
by about 80 MeV, they can couple via the strong interaction because they share the
same strangeness and baryon number. In particular, the AN and ¥V channels can
mix through tensor components of the baryon-baryon interaction, most notably in
the 3S; —3 D, coupled channel, where one-pion exchange is allowed for ¥ N but
not for pure AN systems. This mixing effectively allows long-range pion exchange
contributions to enter the AN interaction, which would otherwise be forbidden
due to isospin symmetry.

Although the ¥ admixture in the 3H wave function is only a few percent, its
contribution—particularly through the tensor interaction-has been shown to be es-
sential in achieving a bound state [Miy+95].

A prominent example is the work by Y. Akaishi et al. [Aka+00], they introduced
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the concept of coherent AN — XN coupling in s-shell hypernuclei. Using a model
with strong AN — XN coupling, they showed that the ¥ component can account for
more than 10% of the 4 He wave function, playing an essential role in reproducing
the spin-dependent energy splitting in s-shell systems.

Another important contribution is the work by E. Hiyama et al. [Hiy+01], who
performed precise few-body calculations using a variational method with Gaussian
basis functions in Jacobi coordinates. Using a model based on NSC97f that includes
AN — ¥ N coupling, they demonstrated that the ¥ admixture plays an important
role in reproducing the structure of {He and }H, and obtained a By, = 0.19 MeV
for 3 H. Their results highlight the importance of accounting for AN — XN coupling
effects in few-body calculations of light hypernuclei.

More recently, a variety of theoretical models have been employed to estimate
the binding energy of 3 H. For example, Fujiwara et al. reported B, = 0.262 MeV
using a quark-model SU(6) baryon-baryon interaction [Fuj+08], while an auxiliary
field diffusion Monte Carlo (AFDMC) calculation yielded B, = 0.23 MeV [LP17].
Calculations based on SU(3) chiral effective field theory (EFT) suggest shallower
binding, typically in the range B, = 0.046 — 0.135 MeV [Hai+20].

Recent rigorous Faddeev calculations incorporating repulsive AN N three-body
forces generated via two-pion exchange processes have also been reported [Kam+23].
The calculation estimates the repulsive effect of the three-body interaction to be
approximately 20 — 30 keV, resulting in a theoretical value that tends to lie slightly
below the experimental value of 148 4 40 keV [Kam+23].

Overall, while theoretical predictions vary across models and treatments of
baryon-baryon interactions, many results are broadly consistent with the earlier
nuclear emulsion values and with the recent measurements by the ALICE Collab-
oration, which report B, in the range of 100 — 130 keV. Nonetheless, persistent
discrepancies highlight the importance of a more precise and model-independent
experimental determination.

1.2.2 Charge-symmetry breaking

Charge symmetry, the invariance of nuclear interactions under isospin inversion,
is one of the most fundamental symmetries in nuclear physics. In ordinary nuclei,
this symmetry is confirmed by the near equality of the proton-proton and neutron-
neutron scattering lengths. The same concept applies to the A-nucleon (AN) in-
teraction, where charge symmetry implies equivalence between the Ap and An
systems. Although direct scattering experiments are still challenging due to techni-
cal limitations, recent progress is making such measurements increasingly feasible.
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In the meantime, hypernuclei provide a powerful alternative means to probe this
symmetry.

The A = 4 hypernuclei, 1H and 4 He, are ideal systems for investigating AN
charge symmetry breaking (CSB). These mirror hypernuclei consist of a A bound to
3H and ®He, respectively, and benefit from well-established theoretical frameworks
for precision calculations. If charge symmetry in the AN interaction were exact, the
A, being electrically neutral, would not distinguish between *H and *He, resulting
in identical binding energies B,.

However, experimental results tell a different story. Decay pion spectroscopy
performed at MAMI (Mainz Microtron) and emulsion measurements report ground-
state binding energies of B, (1H) = 2.15740.005(stat.)+0.077(syst.) MeV [Sch+16]
and B, (3He) = 2.39 + 0.04 MeV [Jur+73], yielding a difference of AB} (07, ) =
Ba(RH(0T)) — Bx(3He(0T)) = —230 keV. For the core nuclei *H and ®*He, the bind-
ing energy difference is AB(g.s.) = 764 keV, of which approximately 690 keV stems
from electromagnetic effects and the remaining 70 keV is attributed to strong inter-
action contributions due to the u-d quark mass difference [Fri70; BCS78; Mil94].
Thus, the effect of strong interaction in the observed A binding energy difference
is significantly larger than that in the core systems, suggesting an enhanced CSB
effect in AN interactions.

Further insight comes from measurements of de-excitation gamma rays emitted
in the 17 — 0T transition. For } H, three measurements yield an average energy of
1.09 + 0.02 keV [Bed+76; Bed+79; Kaw97]. In contrast, for 4 He, the J-PARC E13
experiment reported a precision value of 1.406 4+ 0.003 keV [Yam+15]. Figure 1.3
summarizes these level schemes in terms of A binding energy, excluding core bind-
ing energy differences. These findings clearly demonstrate the breaking of charge
symmetry in the AN interaction. Notably, the 17 state shows a smaller difference,
AB3(15.) = —83 4 94 keV, suggesting a strong spin dependence of the CSB.

In ordinary nuclei, binding energy differences between mirror nuclei primar-
ily arise from Coulomb interactions. However, theoretical estimates show that in
A = 4 hypernuclei, the Coulomb contribution to the A binding energy is relatively
small [BU85], suggesting that A B, (0g; ) originates predominantly from CSB in the
strong interaction, with An and Ap interactions differing substantially.

The A hyperon, as a T" = 0 state, can mix with the X° (7' = 1 component)
through isospin-breaking effects, known as A-Y° mixing. This mixing enables
one-pion exchange in AN interactions, which is otherwise forbidden by isospin
symmetry, and can induce long-range CSB effects. However, in the Nijmegen
NSC97 models, such effects account for only about 30% (100 keV) of the observed
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Figure 1.3: Energy level scheme of 4 H and 4 He showing charge symmetry breaking
effects in the AN interaction.

AB;(0g,) [Nog+02; Nogl3]. In contrast, ab initio no-core shell model calcula-
tions incorporating A-X° mixing with Bonn-Jiilich leading-order chiral EFT poten-
tials reproduce AB}(0f;) ~ —270 keV, albeit with momentum cutoff variations
(30 — 300 keV) and an overestimation of the 1 state difference, AB}(1¢.)
—204 keV [GG16].

Variational Monte Carlo calculations using realistic four-body wavefunctions
predict smaller CSB values of AB} (07 ) ~ 50keVand ABj (1) ~ 60keV [Coo+99].
More recently, chiral EFT calculations up to next-to-next-to-leading order have ex-
plored the impact of adjustable CSB contact terms, constrained by experimental
data, to probe the nature of An interactions [Hai+21].

Despite these efforts, no existing theory fully explains the large experimen-
tal CSB observed in A binding energies, highlighting the need for further the-
oretical development and high-precision experiments. In particular, past mea-
surements of the 1T — 07 transition in {H were performed using Nal detectors
in the 1970s and 1990s, with reported energies of 1.09 + 0.03 MeV [Bed+76],
1.04 £ 0.04 MeV [Bed+79], and 1.114 4 0.015(stat.) 4 0.015(syst.) MeV [Kaw97],
showing large discrepancies and limited precision. To address this, a high-precision
gamma-ray measurement using Ge detectors, similar to that of 3 He, is now being
planned at J-PARC (E63) [TamO08].

While the A binding energy in 4H has been successfully measured at MAMI,
its systematic uncertainties remain significant. Recent heavy-ion results from the
STAR collaboration report By (1H) = 2.22 £ 0.06(stat.) + 0.14(syst.) MeV [T S22],
and a machine-learning-based analysis of J-PARC EO7 emulsion data yields B, (1H) =
2.25 £ 0.10(stat.) + 0.06(syst.) MeV [Kas+25]. Although these results are less pre-
cise, they suggest a smaller ABﬁ(Og ;) than previously reported. Nonetheless, de-
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cay pion spectroscopy at MAMI remains the most effective method for determining
absolute binding energies, and reducing its systematic uncertainties remains a top

priority.

1.3 Experimental method to investigate s-shell hy-

pernuclei

This section provides an overview of the experimental methods employed in previ-
ous studies to determine the A binding energies of s-shell hypernuclei.

1.3.1 Nuclear emulsion

As mentioned earlier, the experimental study of hypernuclei began with the discov-
ery of a hypernucleus by M. Danysz and J. Pniewski in 1953 through the analysis
of nuclear emulsions exposed to cosmic rays [DP53]. In the 1950s and 1960s, dur-
ing the pioneering era of hypernuclear physics, hypernuclei were produced using
cosmic rays in nuclear emulsions or bubble chambers, and the tracks of particles
were analyzed. These studies enabled the determination of binding energies of
relatively light hypernuclei with mass numbers A < 16, contributing significantly
to the understanding of hypernuclear structure.

The emulsion contains silver bromide (AgBr) crystals, which react when charged
particles pass through and lose energy, thereby recording their trajectories. A hy-
pernucleus produced in the emulsion travels a few tens to hundreds of micrometers
before decaying due to the recoil momentum at production, leaving a characteristic
track with a displaced decay vertex. The darkness (i.e., density) of the track en-
codes information about energy loss, while its length provides information about
range and total energy.

Nuclear emulsions serve as active target detectors with an unparalleled spa-
tial resolution of a few to several tens of micrometers, and remain a powerful
tool in modern experiments, such as those discovering double-A and = hypernu-
clei [Tak+01; Hay+21].

However, the measurements of the A binding energy for s-shell hypernuclei con-
ducted in the 1960s may lack a thorough discussion of systematic uncertainties. A
recent report based on modern nuclear emulsion analysis [Kas+25] points out se-
rious inconsistencies in the traditional energy calibration method using monochro-
matic « particle tracks. Specifically, a discrepancy of 3.90c was found between
the expected and observed momentum of 7~ particles from the two-body decay
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of 4H, based on calibration from monochromatic ;™ tracks. This discrepancy was
attributed to differences in stopping power treatment between « particles (Z = 2)
and 7~ mesons (Z = 1). In Ref. [Kas+25], systematic uncertainties in the A bind-
ing energy were successfully reduced to the 50 keV level by implementing density
calibration using low-energy u*, precision calculations considering the elemental
composition based on the modern stopping power calculation tool ATIMA, and
correction for the Barkas effect.

1.3.2 Heavy ion collision

In heavy-ion collision experiments, ions are accelerated to GeV-scale energies per
nucleon and collided either with fixed targets or in collider mode. One of the major
goals is the formation of the quark-gluon plasma (QGP) under extreme conditions.

As an example, the experiment conducted by the ALICE collaboration at CERN’
s Large Hadron Collider (LHC) is briefly introduced [Ach+23]. The collisions are
Pb-Pb at a center-of-mass energy of v/Syy = 5.02 TeV. The ALICE detector setup
includes a tracking system with a Time Projection Chamber (TPC) inside a 0.5 T
solenoidal magnetic field, which enables precise tracking and particle identifica-
tion. The energy resolution of the TPC is approximately 5%.

Various nuclei are produced through thermal coalescence during high-energy
heavy-ion collisions. The one of them, 3H decays via 3H — *He + 7n~. These decay
products are identified within a +5¢0 window in dE/dz, and their momenta and
tracks are used to reconstruct the decay topology and the invariant mass of the
hypernucleus. The A binding energy is then obtained via Eq. 1.1.3.

This method allows for the accumulation of large statistics due to the abun-
dant production of hypernuclei. However, the thermal and non-equilibrium na-
ture of the production process and the unknown initial conditions are drawbacks
for precise nuclear structure studies. Moreover, the reconstruction relies on Monte
Carlo corrections for detector materials and magnetic fields, and is therefore not
entirely self-contained. In Ref. [Ach+23], the dominant systematic uncertainty of
approximately 60 keV arises from the correction d, due to differences between the
measured and simulated A mass.
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1.3.3 Decay pion spectroscopy

For light hypernuclei undergoing two-body mesonic weak decay, such as 4H —
‘He + 7~, the momentum of the emitted particles is monochromatic if the parent
hypernucleus is at rest. From this, a relation can be derived between the mass of
the hypernucleus before decay, (m(3H)), the masses of the decay products, m(*He)
and m(n~), and their momenta, psy, and p,-, as follows:

m(AH) = \/m(*He)? + phy, +/m2 + 2,

|Dage| = [pr-|-

(1.3.1)

Thus, measuring the momentum of either particle allows for the reconstruction
of the hypernuclear mass. This approach is known as “decay pion spectroscopy,”
and further details are provided in Section 2.2.2.

In the 1980s, this experiments were conducted at KEK 12 GeV proton syn-
chrotron (PS) using stopped K~ beams in light targets to produce hypernuclei
and measure the momentum of the decay =~ [Tam+89]. Although a monochro-
matic peak from {H — ‘He + 7~ was observed, the resolution was limited to
1.4 — 3.3 MeV/c (FWHM).

In the 2000s, a breakthrough was achieved in this technique, driven by the
establishment of a production method using electromagnetic interactions via the
(e,e’ K1) reaction at Jefferson Lab (JLab). At MAMI (Mainz Microtron), electron
beams up to 1.5 GeV are available, exceeding the threshold for strangeness-associated
production. The spectrometers at MAMI Al provide a momentum resolution of
Ap/p ~ 107* (o) [Sch+16], enabling high-precision measurement of 7~ momenta.
To suppress the electromagnetic background, coincident detection of K T—as used
in JLab experiments—is employed.

The Al hypernuclear collaboration, led by Tohoku University and Johannes
Gutenberg University Mainz, initiated this experiment in 2011. An only 125 ym-
thick ?Be target was irradiated with a 1.5 GeV electron beam totaling 20 C [ENS+15].
After electromagnetic production of excited hypernuclei like {Li*, fragmentation
and de-excitation lead to the formation of 4 H. The 7~ from its decay has a monochro-
matic momentum. The momentum calibration was performed via electron elastic
scattering off !8!Ta and '2C, achieving Ap/p ~ 2 x 10~ (¢) [Sch16].

Experiments were conducted in 2012 and 2014, resulting in:
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By =2.12£0.01 (stat.) £+ 0.09 (syst.) MeV (2012),
By = 2.157 £ 0.005 (stat.) + 0.077 (syst.) MeV (2014).

(1.3.2)

These results represent the most precise A binding energy measurements to
date. Figure 1.4 shows the observed =~ spectra. Panel (a) presents the 2012 data,
where approximately 30 events from 4 H decay were identified [ENS+15], while
panel (b) shows the 2014 high-resolution, high-statistics spectrum [Sch16].
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Figure 1.4: 7~ spectra from the decay of {H observed in the decay pion spec-
troscopy experiments at MAMI. Panel (a) shows the result from the 2012 measure-
ment, identifying about 30 events corresponding to 4H — “He + 7~ [ENS+15].
Panel (b) presents the higher-resolution, higher-statistics result from the 2014 ex-
periment [Sch16].

In the 2014 experiment, measurements were conducted using multiple spec-
trometers and targets of varying thicknesses, which not only confirmed the repro-
ducibility of the results but also improved the statistical precision. These improve-
ments were achieved by modifying the experimental setup—specifically, by con-
necting the target chamber and the spectrometers via vacuum pipes to suppress
multiple scattering effects, and by implementing continuous magnetic field moni-
toring to ensure stability [Sch+16].

1.4 Purpose of this experiment

As described in the previous section, the decay pion spectroscopy established at
MAMI provides excellent resolution and reliability for A binding energy measure-
ments of light hypernuclei. Building upon this technique, the present experiment
aims to further improve the precision of A binding energy measurements for s-shell
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hypernuclei, thereby providing critical input for addressing the hypertriton puzzle
and the charge symmetry breaking (CSB) problem.

However, two major limitations remain: (1) no events from 3H decays have
been observed, and (2) despite achieving a statistical uncertainty of only 5 keV,
the systematic uncertainty remains as large as 80 keV, thereby limiting the overall
precision. In response, the following improvements were implemented.

(1) Non-observation of 3H decay 7~ events

In the two-body decay 3H — ®He + 7, the 7~ is expected to be emitted with
a monochromatic momentum of approximately 114 MeV/c (see Section 2.2.2),
which falls within the spectrometer acceptance in the 2012 and 2014 studies. If
2H had been produced via fragmentation reactions, this peak should have been
visible, yet no significant structure was observed.

Given that 3H has a much smaller binding energy—roughly one-tenth that of
4 H—the production probability is expected to be lower. Consequently, a reduction
of background events is essential for observing such rare decays. Since the rate of
electromagnetic background scales with the square of the target atomic number,
lighter target nuclei are more suitable for electron-beam experiments.

Additionally, the °Be target used in previous studies is theoretically and ex-
perimentally known to have a (2« + n) cluster structure [RI18]. In the (e,¢’K)
reaction, where a proton is converted into a A hyperon, this structure may play a
role in the fragmentation process and could favor the production of 4H over 3 H.

Therefore, the target material was changed to "Li. A new target system was
developed, incorporating a water-cooling mechanism to handle the low melting
point and geometric optimization to compensate for the reduced density. Details
are provided in Section 2.3.5.

(2) Systematic uncertainty of ~ 80 keV limited overall precision

As previously discussed, momentum calibration relies on the known peaks from
electron elastic scattering. The momentum of the scattered electron can be ex-
pressed as:

Ey

o/ — E2/ - mgc‘l C, Ee/ = s
b c / 1+ ﬁ—i(l —cos )

(1.4.1)

where the subscripts .- and , refer to the scattered and incident electrons (beam),
respectively, and M, is the mass of the target nucleus.
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Thus, the scattered electron’s momentum depends on the incident beam energy
Ey, which in previous calibration runs carried an uncertainty of ¢ = +160 keV.
This uncertainty directly propagated to the reconstructed momenta and ultimately
became the dominant source of systematic error.

To reduce this uncertainty, a new method utilizing synchrotron radiation inter-
ferometry with an undulator was developed [Kla+18]. This approach successfully
constrained the uncertainty to AE,/E, = 18 keV/195 MeV, roughly one-tenth of
the previous level. (See Section 2.3.2 for the principle of this method.)

In the present experiment, this technique was employed for the first time in
conjunction with the elastic scattering calibration, enabling simultaneous measure-
ment of the beam energy and promising a significant reduction in systematic uncer-
tainty. The analysis of this undulator-based beam energy measurement is currently
ongoing.

Summary of the purpose

The aim of this experiment is to achieve world-leading precision in the A binding
energy measurements of 3 H and 4 H by introducing two major improvements to the
decay pion spectroscopy technique previously established at MAMI: (1) the devel-
opment of a new “Li target system and (2) the implementation of a nobel electron
beam energy measurement by undulator interferometry to suppress systematic un-
certainties. The results are expected to provide crucial input not only for resolving
the hypertriton puzzle and the charge symmetry breaking (CSB) issue, but also for
deepening our understanding of baryon-baryon interactions under extreme condi-
tions, thereby contributing to the theoretical modeling of dense baryonic matter,
such as that found in neutron stars.

Goal of this thesis

This thesis presents the new decay pion spectroscopy experiment conducted at
MAMI to fulfill these objectives, detailing the updated experimental methodology
and subsequent data analysis. Since the analysis of the undulator-based beam en-
ergy measurement is still in progress, a preliminary calibration using the conven-
tional beam energy measurement is adopted in this work. Accordingly, the final
results reported here are subject to updates in their absolute values and systematic
uncertainties once the undulator-based calibration is completed. Meanwhile, this
thesis provides a robust outcome of determining the relative momenta of the decay

7~ from 3H and {1 H.
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Chapter 2

Experiment

This chapter presents the experimental methodology and setup used for the high-
precision mass measurement of light A hypernuclei via decay pion spectroscopy
at the Mainz Microtron (MAMI). It begins with an overview of the MAMI electron
accelerator (Section 2.1), followed by a detailed explanation of the experimental
principle, including the electroproduction of hypernuclei and the detection method
of decay pions (Section 2.2). The specific configuration of the experimental setup
is then described, including the spectrometers used for detecting K+ and decay =,
the data acquisition system, and the specially designed lithium target (Section 2.3).
The latter part of the chapter summarizes the beamtime operations (Section 2.4).

2.1 The Mainz Microtron MAMI

The experiment was conducted at the Mainz Microtron (MAMI) accelerator facil-
ity [Kai+08] of the Institute of Nuclear Physics, Johannes Gutenberg University
Mainz, Germany. This facility was designed to provide high-quality, continuous
electron beams for nuclear physics research. Figure 2.1 shows the overall view of
the MAMI facility.

MAMI comprises three Race-Track Microtrons (RTM), which include linac and
semi-circle dipoles. Figure 2.2 shows a schematic drawing of RTM. The beam in-
jected into the RTM is repeatedly accelerated for each orbit by a single linear ac-
celerator. The orbit radius of the two 180° bending magnets at both ends of the
linear accelerator gradually increases according to the beam energy, which makes
it possible to accelerate the beam with a single linear accelerator repeatedly. Elec-
trons emitted from the ion source are accelerated to 855 MeV through three RTMs
(RTM1, RTM2, RTM3) (MAMI-B).

19
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Figure 2.1: The floor plan of whole facility of Mainz Microtron [Sch16].Electrons
emitted from the ion source at the bottom left are accelerated to 855 MeV in three
stages of RTMs. After passing through the HDSM in the fourth stage, they are
accelerated to 1.5 GeV. In addition to the Al hall, where the main experiment is
carried out, there are two experimental halls, A2 and X1. A new accelerator, MESA,
is currently under construction.
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Beam extraction

Linac

Beam injection

Figure 2.2: Schematic drawing of the RTM at MAMI. RTM consists of two 180°
bending dipoles and a linear accelerator. The injected beam is accelerated by the
linear accelerators for each orbit.
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In 2006, a Harmonic Double-Sided Microtron (HDSM) [Kai+08] was installed
(MAMI-C). The schematic drawing of the HDSM is shown in Figure 2.3. The HDSM
is composed of two linacs and four 90° bending dipole magnets. The electron beam
is accelerated from 855 MeV to 1.5 GeV over 43 orbits.

\No. 3 LINAC I (4.90GHz)

P n 1507‘\/\9\/

Extractio

B=1.539T

43 turns
Matching-Section
4.90GHz

LINAC II (2.45GHz) No.1

Figure 2.3: Schematic drawing of the HDSM at MAMI [Jan06]. HDSM, consisting
of four 90° bending magnets and two linear accelerators, was newly constructed
after RTM3 in 2006. It can further accelerate the electron beam accelerated by
MAMI-B up to 1.5 GeV.

The high-energy electron beam from MAMI-C is transported to the Al experi-
mental hall, where this experiment was performed, or the A2 hall. Also, the Mainz
Energy recovering Superconducting Accelerator (MESA) is currently under con-
struction.

MAMI can operate continuously for more than 7, 000 hours per year [Kai+08],
and is highly regarded for its energy stability and beam quality. Table 2.1 shows
the main characteristics of the beams provided by MAMI-B and MAMI-C.

Figure 2.4 shows a photo of the Al experimental hall. The hall has three large
vertical bending spectrometers, named Spectrometer A (Spek-A, red), Spectrome-
ter B (Spek-B, blue), and Spectrometer C (Spek-C, green). The three spectrometers
are installed on a rotating platform, and the installation angle can be changed to
match the kinematics of each experiment. A target chamber for placing the exper-
imental target is installed in the center of the rotating platform. The features of
these spectrometers and the target are described in Section 2.3.1 and 2.2.2.
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Table 2.1: Characteristics of the electron beam provided by MAMI-B and MAMI-

C [Kai+08]

Stage Name RTM3 (MAMI-B) HDSM (MAMI-C)

Maximum output energy (MeV)
Maximum output current (uA)
Frequency (GHz)

Energy spread (keV)

Horizontal Emittance (um-mrad)

Vertical Emittance (xm-mrad)

855.1
100
2.45
13 (FWHM)
137 (rms)

0.847 (rms)

1508
100
4.90
110 (FWHM)
277 (rms)

1.27 (rms)
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Figure 2.4: Picture of the Al hall [Ber10]. From the left side, Spectrometer A
(Spek-A, red one), Spectrometer B (Spek-B, blue one), and Spectrometer C (Spek-
C, green one). These three vertical bending spectrometers are installed on the
rolling stage. The radiation shielding doors of Spek-A and Spek-C are open in this
picture.
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2.2 Experimental principle and design

2.2.1 Electro-production of hyperons and hypernucleus

The upgrade to MAMI-C in 2006 brought the continuous beam energy to the thresh-
old for ss production, allowing access to hadronic physics, including strangeness.
This section will explain the electromagnetic production of hyperons by electron
scattering.

The kinematics of the reaction:

e+p—=e+Kt+Y (2.2.1)

is used to produce a hyperon in this experiment is shown in Figure 2.5, where
Y = A. Here, we assume the One-Photon Exchange Approximation (OPEA).

/ reaction plane

Pk

Figure 2.5: Kinematics of the (e, ¢’ K ) reaction

The (e, e’ K1) reaction uses an electron beam to generate ss quarks via virtual
photons, as shown in Figure 2.5. Other representative reactions for producing
hypernuclei include the (7", K*) and (K, 7 ") reactions. Diagrams of these ele-
mentary processes are shown in Figure 2.6.

The production cross sections of the strangeness exchange reaction: (K, 7")
reaction are the largest at about mb/sr, the strangeness-associated production re-
action: (7", KT) reaction at 100 ub/st, and the (e, e’ KT) reaction at ~ 100 nb/sr.
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Figure 2.6: Feynman diagrams of the A particle production reaction. (a)
Strangeness-exchange reaction (K, 7 ), typically with a cross section of about
mb/sr. (b) Strangeness-associated production reaction (7", K+), with a cross sec-
tion of approximately 100 ub/sr. (c) Electroproduction reaction (e, e’ K1), with a
cross section on the order of ~ 100 nb/sr.

Figure 2.7 shows the correlation between the recoil momentum of the hyperon and
the incident momentum in the hyperon production reaction.

The (7t, K") and (e,¢’K™) reactions are endothermic reactions and have a
threshold for A particle production (~ 900 MeV/c). In addition, the large momen-
tum transfer to A particles makes it easy to observe hypernuclei with deeply bound
hyperons. In the (7%, K*) and (K, n~) reactions, the spins of the incident beams,
7t and K~ mesons, are 0, so the spin of the A particle does not invert when viewed
in the 0° direction relative to the beam. On the other hand, the virtual photon that
mediates the (e, ¢/ K ) reaction has a spin of 1, so it has the characteristic that A
particles with spins inverted relative to the reacting nucleons can be produced even
in the 0° direction where the production cross section is large.

The differential cross section for electromagnetically produced mesons can be

written as
d3o T do- (2.2.2)
dEdQUdQSM T dOM’ -
Here, I' is called the virtual photon flux in the laboratory system, and jg—g;; is the
K

differential cross section in the center of mass system of the hadronic final state.
Conventionally, hadronic quantities are treated in the center-of-mass system, and
lepton quantities in the laboratory system. Quantities in the center-of-mass system
are indicated with the subscript CM.

As shown in Equation 2.2.2, by separating I" from the differential cross section

and corresponding

do .« . . .
d;gM to photoproduction (by virtual photon 7*), we can consider
K
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Figure 2.7: Correlation between the recoil momentum of the hyperon and the
incident momentum in the hyperon production reaction. The figure shows the
correlation when the observation angle is 6,5, = 0°.

the corresponding behavior when photoproduction (Q* = 0) becomes finite Q. In
this case, ) represents four-momentum transfer (Q* > 0), and since the virtual
photon four-momentum ¢* can be written as

¢" = (w,q) = (Ee — Eer, Pe — Per) (2.2.3)
it is a quantity that can be expressed as

Q2 = _q2 =—[(E. — Ee’)2 — (Pe — Pe’)Q]

) (2.2.4)
= —2m: + 2E.Eo — 2|p.||pe| cOS Ocer.

Additionally, I" can be interpreted as the flux of virtual photons contributing to
meson production. Since QED can well describe the electron scattering part, it can
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be written as
. « E',y Ee/
212?21 — ¢ E,

2 —1
_ {1 n 2'22_'2 tan? (92)} 2.2.5)

2
€ . = €—

w2
under the lowest-order contribution OPEA as shown in Figure 2.5. Here, ¢ and ¢,
represent the polarization of the virtual photon, distinguishing between transverse
and longitudinal polarities. In this way, the information of the virtual photon is
determined only by the information of the lepton, and is handled in the laboratory
system.

Also, the quantity £, that appears here is called the photon equivalent energy,
which is the energy required to cause the same reaction when real photons Q? = 0
are used, and can be written by

E,:= We=m, _ .2 (2.2.6)
2m,, 2m,,’

The differential cross-section Equation 2.2.2 can be decomposed into five parts
according to the angle ¢, between the electron scattering plane and the hadron
reaction plane (Figure 2.5), and the degree of polarization ¢ of the virtual photon

as follows:
Ao dor doy, do; dor
a0 = aogn g V261 O gy €08 i+ €Gagy oS0k (22.7)

The subscripts 7" and L represent the transverse and longitudinal wave components,
respectively. The third term, LT, is related to the interference of the longitudinal
and transverse amplitudes, and the fourth term, 7'T, is associated with the interfer-
ence of the transverse amplitude. All structure functions depend on the momentum
transfer (%, the center-of-mass polar angle 6. x of the emitted K+, and the energy
of the hadron system. Since the real photon has only a transverse wave component
in the (v, K1) reaction, the L and LT contributions can only be measured by the
(e,e’ K1) reaction.
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2.2.2 Principle of decay pion spectroscopy

Figure 2.8 depicts the principle of the decay pion spectroscopy.

e
E=1.5GeV

virtual photon
(P, €

\ strangeness tag

fragmentation \

or de-excitation a
QP —F o
monochromatic

momentum

2-body decay at rest

Figure 2.8: Principle of decay pion spectroscopy. When an electron beam with £, =
1.5 GeV is incident on the target, protons in the target nuclei are converted into
A hyperons. The produced A hypernuclei lose energy within the target material
and subsequently undergo fragmentation reactions or de-excitation. Some of the
resulting A hypernuclei eventually come to rest in the ground state of 3H or }H.
These nuclei undergo two-body weak decays accompanied by the emission of a 7~
meson. The emitted 7~ carries a monochromatic momentum that depends on the
mass of the parent hypernucleus. By measuring the monochromatic momentum of
the decay 7, the mass of the parent hypernucleus can be determined. In addition,
by tagging the K+ mesons emitted simultaneously with the production of strange
quarks, strangeness production events can be identified amidst a large background.

An electron beam is irradiated, then A hyperons are produced from the protons
in the target nuclei through the (e, ¢’ K*) reaction according to the formula 2.2.1.
The A hypernuclei produced in this process lose their energy in the target material
by undergoing nuclear fragmentation reactions due to recoil momentum, or de-
excitation. Eventually, some A hypernuclei come to rest in the ground state in the
target material.

In this study, natural lithium was used as the target material (Section 2.3.5).
As a result, hypernuclei such as excited states of {He* are first produced via the
(e,e’ K1) reaction. Among the A hypernuclei subsequently generated through frag-
mentation reactions, 4H and 3 H are the primary focus of this study.
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Light A hypernuclei such as 3H and }H then undergo two-body decays by
mesonic weak decays emitting 7~ /7*. In this experiment, we use the following
decay modes:

H — *He + 71
(2.2.8)
1H — ‘He + 7.

There is another decay mode of A — 7° +n. However, this can not be observed
due to the polarity setting of the spectrometers. In this decay, energy conservation
is represented as:

Ehyp = Enucl + Ew*‘ (229)

If the hypernucleus is in rest, e.g. pnyp, = 0, this Equation 2.2.9 is turn to be:

m(AZ) = \JmA(Z + 1)+ g2+ \Jm2 4 (2.2.10)

where m(4(Z + 1)) is the daughter nucleus after decay, m,- is the mass of the
emitted pion, and p,- is the momentum of the decay pion. The case of Equa-
tion 2.2.10, the masses of the daughter nuclei (m(“(Z + 1))), which are 3He and
‘He, and the mass of the 7~ (m,-) are experimentally well-known values, the accu-
racy of 2.42 eV, 0.06 eV [AWTO03], and 0.35 keV [Ber+12], respectively. Therefore,
the mass of the Lambda hypernucleus (m(4Z)) can be obtained by measuring the
momentum of the 7= (p,-).

Besides, obviously, the p,- has a monochromatic value only depending on the
species of parent hypernuclei; we can easily identify the parent hypernuclei from
the p,- value.

In reality, a large number of background events are observed during beam ir-
radiation. Still, detecting Kt emitted simultaneously with the production of A
particles and tagging the strangeness production events makes it possible to sup-
press many of the background events. In the present experiment, the 7~ momen-
tum is measured by SpekA (Section 2.3.1), and the emitted K is detected by the
dedicated spectrometer KAOS (Section 2.3.3).

The binding energy of A can be calculated from the mass of the A hypernucleus
(m({2)) by the following definition:

By = Meore +mp — m(3 7). (2.2.11)
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To effectively gain light hypernuclear candidates through fragmentation reac-
tion, the atomic number of the target material should be small. In addition, the
target material needs to be easy to handle and mechanically stable, making solid-
state targets more suitable for use in experimental hall A1. Due to these reasons,
the “Be target was selected in the past experiment [ENS+15; Sch+16]. It was con-
firmed that the °Be is suited for deducing }H; however, 3H-like events were not
observed. We should suppress the background events and gain the fragmentation
reaction to obtain the 3H produced events. For this reason, "™Li (natural lithium;
93.7 % of "Li, and 6.3 % of SLi) is selected as the target material in this present
experiment. Section 2.2.2 will explain this lithium targeting system in more detail.

In the "Li case, the eight candidates, from 3H to THe, for A hypernuclei will
be produced by the nuclear fragmentation reaction, shown in Table 2.2. The table
shows each decay mode that emits 7, the expected momentum of the 7, and the
mass width of the resulting nucleus. The each expected momentum of the decay
pions (p,-) are calculated as

m(A 24 m(AZ)2 —m2 2

by using Equation 2.2.10 and 2.2.12.

2H is not able to estimate the decay 7~ momentum because no value for the
A binding energy has been reported. Of these fragment candidates, 3H, 4 He, and
2He decay into the nuclei °He, ?Li, and °Li by nucleon emission, with lifetimes
of the order of 10~2!. Therefore, their mass width is on the order of several MeV,
broadening the decay pion peak and making them unsuitable for measurement by
decay pion spectroscopy. For {H, the width is negligibly small, but the reported A
binding energy is unclear [Hon+17; Agn+12], so experiments cannot be adjusted
accordingly.

Figure 2.9 shows the predicted amount of hyperfragment production from "Li
and °Li [BPO7]. The routines underlying this model are based on a framework ini-
tially used to predict the fragmentation of normal nuclei in heavy-ion reactions [BGI90].
In principle, the system of excited nuclei in heavy-ion collisions behaves similarly to
nuclei excited by an electron beam, so the model was later extended to handle hy-
perfragments as well [BPO7]. This prediction was also used in previous studies to
predict the amount of hyperfragmentation produced at MAMI [Sch16]. Although
@ He is inside the SpekA acceptance range, according to this prediction, the yield of
QHe is several orders lower than the other candidates. The remaining isotopes are
2H, 1H and {He. In this model, the yield of 3H is predicted to be about one-tenth
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Table 2.2: Lambda hypernuclear candidates from fragmentation reaction with
Lithium. The nuclear mass of the daughter nucleus and core nucleus is de-
duced from Reference [AWTO03], and the mass of A and 7~ are obtained from
Reference [Ber+12]. Lambda binding energy of ;He is referenced from Refer-
ence [Gog+16] and for the others from Reference [EA+21]. The width of each
daughter nuclei is from Reference [Int].

Hypernucleus B Decay modes D Width
2H 0.164 MeV SHe + 7~ 114.32 MeV/c -
1H 2.169 MeV ‘He + 7~ 132.85 MeV/c -
°H - "He + 7~ - 0.6 MeV
¢H 4.000 MeV ®He + 7~ 135.27 MeV/c ~ 0

1He 2.347 MeV Li+7- 98.23 MeV/c 6.0 MeV
2He 3.102MeV  PLi+7 99.29 MeV/c 1.5 MeV
QHe 4.180 MeV SLi+ 7~ 108.47 MeV/c -
"He 5.550 MeV Li+7 114.97 MeV/c -
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Figure 2.9: Predicted probability of hyperfragment production from a Lithium tar-
get [BP0O7]. The left panel shows the case of Li, and the right panel shows "Li.
In both cases, 1H and 3H are expected to be the most abundant hyperfragments,
while the production of §He is predicted to be several orders of magnitude lower.
The yield of T He is also negligible due to the low likelihood of direct transforma-
tion from a "Li nucleus. These results support the choice of natural lithium as a
suitable target for obtaining s-shell hypernuclei, particularly 3H and } H.

of that of {H. Moreover, the direct production of a bound 7 He from a “Li nucleus
is considered highly unlikely [Von24], and thus this hypernucleus is not expected
to be observed in the present experiment.
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2.2.3 Setup of the experiment

Figure 2.10 shows a photo of the A1 hall in this experiment, and Figure 2.11 shows
the spectrometer schematic layout when viewed from above. The target, natural
lithium (Section 2.2.2), was placed in the target chamber in the center of the hall.
The momentum of decay 7~ emitted by A hypernuclei decaying in the target was
measured by SpekA, which is installed at 95°. Since K, which is produced si-
multaneously with strange quark production, is emitted far forward, a dedicated
spectrometer KAOS for tagging strangeness-produced events was installed at 0°.
The orbit of the injected electron beam was adjusted by pre-chicane magnets (17°)
so that the emitted particles entered KAOS at 0°.

The two spectrometer kinematic settings are summarized in Table 2.3. The
following chapters will explain these spectrometers.

Table 2.3: Spectrometer settings

Spectrometer Central momentum Angle Particle

SpekA 122.0 MeV/c 95° T

KAOS 975.0 MeV/c 0° K+
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1

L

Figure 2.10: Picture of the Al hall for decay pion spectroscopy experiment. An
electron beam is sent from MAMI-C from the back of the picture and irradiates the
lithium target placed in the center. The momentum of the pions emitted during
Lambda hypernuclear decay is measured by SpekA installed at 95°. K, which is
generated at the same time as Lambda particle production, is emitted far forward,
so the dedicated spectrometer KAOS installed at 0° .



36 CHAPTER 2. EXPERIMENT

| Electron beam from MAMI |

|Chicane magnets|— |

%

%\/j Concrete stacks |

1 Beam dump | 2m

Figure 2.11: Top view of schematic drawing of the A1 hall [Von24]. The electron
beam is injected from above. It is designed to be injected into KAOS at 0° through
pre-chicane magnets that bend the orbit by 17° relative to the beam axis. Spek A
is set at 95°.
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2.3 Apparatus

2.3.1 Magnetic spectrometer A for decay pion momentum mea-
surement

In this experiment, the momentum of decay 7~ is measured by SpekA. Table 2.4
shows the main features of the spectrometer.

Table 2.4: Main property of the spectrometer A [Blo+98].

Maximum momentum 735 MeV/c
Momentum acceptance 20%
Solid angle acceptance 28 msr
Long target acceptance 50 mm
Dispersive angle coverage +70 mrad
Non-dispersive angle coverage +100 mrad
Length of the central trajectory 10.75 m
Momentum resolution ~ 10~* [Sch16]

Figure 2.12 shows a schematic drawing of the magnet system of the SpekA.
Spek A has a quadrupole, a sextupole, and two dipoles. The first two serve to focus
the incoming particles, while the latter dipoles bend them upwards in a circular
path, which separates them by momentum. By changing the magnetic field and
current settings, the polarization and momentum region can be freely changed.

The dipole is equipped with an NMR probe (Caylar NMR20 Precision Teslame-
ter). Two probes are equipped to cover the low field range (0.1—0.5 T) and the high
field range (0.45 — 2.1 T), and the central magnetic field is constantly monitored.

The value of the central momentum peey, is determined by the following equa-
tion [Sch16]:

660.0 MeV/c

= Be 1.04762 2.3.1
Dcent 150101 T g X 1.0476203 ( )
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Here, B is the effective magnetic flux density. The last factor, 1.0476203,
is a correction factor defined in the design specification of SpekA to account for
systematic offsets between the nominal and effective field settings. A more pre-
cise momentum calibration factor can be obtained experimentally through elastic
electron scattering, as will be discussed in Section 2.3.2. The magnetic field is mea-
sured by NMR probes installed in both D1 and D2 dipole magnets; however, since
the trajectory length in D1 is longer, the central magnetic field of D1 is referenced
as Beg. The difference in the magnetic field contributions between D1 and D2 has
been taken into account in this study:.
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Figure 2.12: Schematic drawing of the magnet system of the SpekA [Blo+98].
The left side of the figure indicates the target position, where incoming particles
pass through a quadrupole and sextupole magnet in sequence, which focus the
trajectory. They are then momentum-dispersed by two dipole magnets (D1 and
D2). NMR probes are installed in both D1 and D2 to monitor the magnetic field.
By adjusting the dipole polarity and beam current, the central momentum can be
set up to a maximum of 735 MeV/c.
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Figure 2.13 shows the focal plane detector system of SpekA, which consists of
vertical drift chambers, timing counters, and gas Cherenkov detectors.

Particle trajectory

L0

Mirrors

17)
AT
vq’ —"‘\'\'_’Aal”' V,

\ ~— Photomultiplier

Gas Cherenkov radiator

: I m
Scinitillator ‘ VDC-package 2 (X2, S2)
ToF-plane ‘ VDC-package 1 (X1, S1)

dE-plane '

Figure 2.13: Detector system of the magnetic spectrometers [Ber10]. The arrows
show the trajectory of the particles running from bottom to top. The first layer they
pass is the four-layer VDC shown in blue. The next layer is the two-layer scintillator
plane shown in red, named dE and ToF from bottom to top. A PMT is connected
to both ends of each paddle. The last detector shown in green is a gas Cherenkov

detector, which detects high-energy e* /e~ and emits light. It was not used in this
experiment.
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The first detector encountered by the particles is a set of vertical drift chambers
(VDGCs), which allow two-dimensional tracking of the particle trajectory. These
chambers provide a two-dimensional projection of the particle track in either the
dispersive or non-dispersive plane. Figure 2.14 illustrates the operating principle
of the VDCs.

!

Y
| signal wire

SNV
|

z

o particle track

cathode (- 6400 V)
potential wire
z1 it

/ cathode (- 6400 V)

Figure 2.14: Operating principle of the vertical drift chamber (VDC). Charged par-
ticles passing through the chamber ionize the gas mixture. The ionization electrons
drift toward the signal wires along the electric field lines, and their drift times are
used to reconstruct the particle trajectory. The chamber consists of signal wires,
potential wires, and cathode foils arranged with a spacing of 12 mm between wire
planes and cathodes.

X

The potential wires are connected to ground, while both cathode foils are biased
with negative high voltage. The gap L between the wire planes and cathode foils
is 12 mm. The signal and potential wires have diameters of 15 ym and 50 pm,
respectively. The applied high voltage, typically in the range of 5.6 — 6.5 kV, is
chosen such that the signal wires provide a high gas gain while the potential wires
remain below the trigger threshold. The spacing between adjacent signal wires is
5 mm, and the distance between a signal wire and its neighboring potential wire
is 2.5 mm. Consequently, each drift cell measures 24 mm in length and 5 mm in
width. For particles with an incident angle of 45°, a single track may pass through
up to six drift cells.

To minimize aging effects, the VDCs are filled with a gas mixture of equal
parts argon and isobutane, along with 1.5% pure ethanol. When a charged par-
ticle passes through the chamber, it ionizes the gas molecules. The primary and
secondary electrons then drift toward the wires along paths ¢; to ¢4, as shown in Fig-
ure 2.14. The drift distances z; to zg are calculated from the measured drift times,
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which are typically around 200 ns. The particle trajectory is then reconstructed
from these distances.

To reconstruct the trajectory of particles after passing over the dipole magnets,
the VDCs are arranged in four wire planes: X1, S1, X2, and S2. The X1 and X2
planes measure the dispersive coordinate x and its corresponding angle #, while
the S1 and S2 planes measure the non-dispersive coordinate y and angle ¢. Direct
measurement of the y-coordinate over the more than 2 m length of the VDCs would
be difficult, so this coordinate is inferred using the s-wire planes, which are tilted
by an angle I' = 40° with respect to the z-wires.

The position resolutions of the VDCs are approximately o, ~ 50 ym and o, ~
120 pm, and the angular resolutions are oy ~ 120 yrad and o, ~ 600 prad [Blo+98].

The next layer consists of timing counters, referred to as the dE and ToF planes [Blo+98].
Each plane contains 15 plastic scintillator paddles, with photomultiplier tubes (PMTs)
attached to both ends—Philips XP2262B for the dE plane and XP2242B for the ToF
plane. The paddle dimensions are 45 cm x 16 c¢cm for the dE plane and 14 cm X
16 cm for the ToF plane. The dE paddles are 3 mm thick and made of NE102A, a
widely used general-purpose plastic scintillator known for its high light yield and
durability [Nuc70]. The ToF paddles are 1 cm thick and made of NE Pilot U, an
ultra-fast scintillator with a short decay time of approximately 1.5 ns and high time
resolution, well suited for precise time-of-flight measurements [Elj22]. Both planes
serve to measure the energy loss of the particles and function as trigger counters.
In this experiment, the coincidence of the timing signals from the ToF planes was
used to define the trigger timing for SpekA.

At last, SpekA has gas Cherenkov counters for rejecting et /e~, but these coun-
ters are not used for this experiment.
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2.3.2 Spectrometer calibration method

The momentum calibration of the spectrometer SpekA is based on the kinematics
of elastic scattering of electrons off stationary nuclei. In this process, both energy
and momentum are conserved. Let an incident electron of energy £, and momen-
tum p, scatter elastically from a target nucleus of mass M, (at rest), resulting in a
scattered electron with energy £’ and momentum p’ at an angle 6,, with respect to
the incident direction.

Applying conservation of energy:
Ey,+ M, = E' + E;, (2.3.2)

where F; is the recoil energy of the target nucleus.

Similarly, conservation of momentum in vector form gives:
Py =P + P, (2.3.3)

where p; is the recoil momentum of the target nucleus. Taking the magnitude
squared of both sides and using the fact that the target is initially at rest, we obtain
the invariant mass relation:

Q? = —¢* = 4B, F'sin*(0,,/2), (2.3.4)

which is often used in high-energy scattering analysis, but for our calibration pur-
pose, we seek the explicit expression for p’ as a function of E;, M;, and 6,,.

From relativistic two-body kinematics, the scattered electron energy E’ can be

expressed as:
Ey

B 1+ (1 —cosb,,)

FE’ (2.3.5)

Then, the corresponding momentum is:

Pecale = / E? — mg, (2.3.6)

where m, is the electron rest mass.

In the actual experiment, the momentum p,, and scattering angle 6,, of the
scattered electrons are measured by the spectrometer. The difference between the
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calculated momentum p.,. and the measured momentum p,, is defined as:

AD = Peale — Pm

i 2 (2.3.7)
_ -
N (1+Eb/Mt(1—cos(9m)) Mg = P

and used as a reference to calibrate the central momentum of SpekA. The quantities

measured by the spectrometer are the scattering angle 6,, and the momentum p,,, of
the scattered electrons. The incident beam energy F;, is provided by MAMI’s beam
energy measurement or the nobel method of undulator interferometry, explained
later.

The target materials used were ¥ Ta and '2C. The nuclear mass of '*1Ta is rela-
tively large, so the effect of the scattering angle 6,, can be suppressed. In the case
of 12C, scattering peaks from each excited state are observed, so linear calibration
can be performed from a single data set. This allows for the evaluation of the
spectrometer’s linearity over a wide energy range of approximately 16 MeV.

Figure 2.15 shows a photograph of the target used in the electron elastic scat-
tering experiment.

The lithium target used for hypernuclei production has a physical target thick-
ness of 45 mm in the z direction, which corresponds to the beam axis direction
(Section 2.2.2). Five target foils were prepared to investigate the z-position de-
pendence of Ap, with a spacing of 15 mm between each foil along the 2 axis.
The target ladder was mounted on an automatic motorized stage movable in the
x direction—perpendicular to the beam and defined in a left-handed coordinate
system—allowing each foil to be irradiated one by one during the experiment. The
y direction is defined opposite to gravity, and the full target control system is de-
scribed in Section 2.2.2 and shown in Figure 2.16.
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Figure 2.15: Targets for elastic electron scattering. Target foils with a width of
approximately 1.5 mm and a height of approximately 15 mm were arranged in five
layers at intervals of 15 mm in the z direction. In each layer, the left side viewed
from the upstream side of the beam is '*'Ta, and the right is !2C. Each x position
was shifted so that the beam could be irradiated one by one, and the position was
controlled using a theodolite so that the beam could be irradiated to the center. In
the top view of the left figure, the foils are named Tal, C1, Ta2, C2 ... from the
upstream side of the beam.
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Figure 2.16: Picture of a mounted target for electron scattering. A photo of the
inside of the target chamber. The target ladder was mounted on an automated
motor that moved in the z-direction and along the rotation axis.
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The ¥ Ta target was a commercially available tantalum foil (Goodfellow Prod-
uct Code: TAOO-FL-000160) [Goo25b]. The foil size was determined by image anal-
ysis using a reference photo, with a pixel resolution of 468029 pixels per 2.5 cm.
The mass was measured multiple times using a high-precision balance with a reso-
lution of 10 ug. Using the density of tantalum p = 16.654 g/cm? from PDG [Gro22],
the target thickness was calculated to be (7.39 £ 0.06) um, which corresponds to
(1.23+0.01) mg/cm?. The uncertainty reflects the variation in mass measurements.
Monte Carlo simulations with GEANT4 [All+16] show that the energy loss uncer-
tainty caused by a thickness error of 0.1 um is approximately 0.25 keV, which is
negligible in this analysis.

Similarly, the '?C target was a carbon foil provided by Goodfellow (Product
Code: C-00-FL-000108) [Goo25a]. The planar size was also determined via im-
age analysis, and the thickness was measured using a micrometer with 0.1 ym
resolution. The mass was measured using a 10 ug-precision scale, and the den-
sity was calculated from these measurements. The resulting areal density was
(1.763 4 0.028) g/cm?, corresponding to a physical thickness of 128.0 um. The un-
certainty reflects the variation in both mass and thickness measurements. GEANT4
simulations show that a 0.1 g/cm? variation in the carbon target introduces an en-
ergy loss uncertainty of about 2 keV, which is also negligible.

Four types of incident electron beam energies are used: 180, 195,210, and 420 MeV.
Ideally, the energy should be in the range close to the momentum of the decay pi-
ons (100 — 150 MeV/c); however, since the minimum energy that MAMI-C can
supply to the Al experimental hall is 180 MeV, we acquired several data points
from 180 MeV and used the extrapolation method. In addition, we acquired sev-
eral data points by changing the central momentum setting of the spectrometer
for each beam energy so that the relative momentum (Jp) of the elastic scattering
peak covers the entire acceptance.

As mentioned above, the same method was used in the previous experiment
to achieve a relative accuracy of 2 x 10~%. In the present study, several important
improvements were implemented to further reduce the systematic uncertainty in

momentum calibration:

* In the previous study, only 4 H was measured, so momentum calibration was
required only over a limited portion of the spectrometer’s momentum accep-
tance. In contrast, the present experiment aimed to measure both 4H and 3 H,
necessitating calibration over the full momentum acceptance. To achieve this,
elastic scattering peaks were measured at multiple points across the accep-
tance by varying the central magnetic field setting of the spectrometer.
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* To reduce the uncertainty associated with extrapolating the calibration curve,
measurements were taken at five different beam energies instead of relying
on a single energy point, as in the previous study.

* A unique z-position calibration was introduced by employing a multi-foil tar-
get and scanning the beam along the beam axis direction.

* Most notably, a new beam energy measurement technique using undulator
interferometry was introduced. In the previous experiment, the beam en-
ergy was determined from the beam position and the RTM dipole magnetic
field monitored by MAMI, which introduced a systematic uncertainty of ap-
proximately 160 keV. This directly affected the accuracy of the calculated
momentum pcqe in Eq. 2.3.7, and ultimately dominated the total systematic
uncertainty of 77 keV in the A binding energy.

As the analysis of the undulator-based measurement is still in progress, this
thesis does not incorporate the results from that method in the subsequent analy-
sis. Instead, a preliminary evaluation was carried out based on the conventional
beam energy determination by MAMI. Nonetheless, the following section outlines
the principle of the newly introduced technique—undulator synchrotron radiation
interferometry—as a significant upgrade in this experiment.
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Beam energy measurement by undulator’s interference

A photo of the undulator used is shown in Figure 2.17. The coils are arranged
one above the other, and the magnetic field is applied to them with alternating
magnetic fields. When relativistic electrons pass between the upper and lower
coils, the periodic deflection of the magnetic field causes the electrons’ orbits to
oscillate, generating synchrotron radiation.

beam path o

> ——

JIIRIERETTITY

Figure 2.17: Picture of the undulators. The two undulators, red and blue, were
installed on the beamline just after RTM3 (the photo shows them lowered from
the beamline). A beam position monitor (XY monitor) is installed between the
two undulators to measure the beam position.

Figure 2.18 shows a conceptual diagram of the beam energy measurement
method using this undulator. Two undulators, S; and S,, are placed at a distance d
between them, and when an electron passes through them, synchrotron radiation
T, and T, are generated from each undulator. Since the speed of the synchrotron
radiation is faster than that of the electrons, the pulse generated by the upstream
red undulator travels further.

The path difference between T; and T, is called A, and this quantity can be
expressed as:

A= <% — Ccos 0) d. (2.3.8)

Here, § = v/c is the normalized velocity of the electron, and 6 is the observation
angle. For ultra-relativistic electrons (y > 1), the following approximations can
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Figure 2.18: Principle of undulator interfeometry method [Kla+18]. Two undula-
tors S; and S, are installed on the beamline, and when an electron beam passes
between them, each undulator emits synchrotron radiation T; and T,. At a cer-
tain wavelength of the interference light A, the Lorentz factor of the electron
is calculated by measuring the interference intensity while varying the distance d
between the two undulators.

be used:
lNl%—L cosG'\Jl—ﬁ (2.3.9)
/8 ~ 272, ~~ 2 . . .
Substituting these into the expression for A gives:
1 2
Arm|l+-——-1(1- - d
22 2
(2.3.10)

Here, 6 is the observation angle equivalent to the elevation angle. Thus, this
path differenceA is a quantity that depends on the electron’s Lorentz factor . The
interference of the wave trains is obtained by Fourier analysis of the light using a
monochromator. Finally, the interference intensity is measured using a pixel array
CMOS camera detector. When this intensity is measured while changing the dis-
tance d between the undulators, the intensity of the interference light of a selected
wavelength Ajgn shows a periodic intensity change. The following equation holds
between this oscillation period \,s. and the selected wavelength of the interference

light )\light-

27 J 27 A
)\osc /\light (2 3 11)
. Nosc —1 T 72 02
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S (2.3.12)
2 Might

Therefore, the beam energy can be expressed as:

Ey = mc? Aose . (2.3.13)
2 Might

In other words, the beam energy can be obtained by measuring the selected wave-

In case of 8 = 0,

length Ajigne and the oscillation period Ao of the interference light intensity.

The two undulators were installed just after RTM3 and in front of the entrance
to the X1 experimental hall. An optical spectroscopy system using gratings, disper-
sive lenses, and non-dispersive lenses was installed in the X1 hall to ensure that
the appropriate elevation angle and wavelength measurement range of the inter-
ference light falls within the acceptance of the CMOS camera. Figure 2.19 shows
a photo of the actual system.

In a proof-of-principle experiment of this method, it was demonstrated that the
beam energy can be measured with a total error of AE/E ~ 1.0 x 10, which
is about one-tenth of the error of conventional methods [Kla+18]. In a calibra-
tion experiment conducted in the spring of 2024, it was successful for the first
time in combining the electron elastic scattering experiment and the beam energy
measurement experiment using an undulator while switching the electron beam
path.
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Figure 2.19: Picture of the optics spectrometer system in X1 hall. The interfering
light was transported to the height of the optical spectrometer system using multi-
ple mirrors, and the intensity was measured by a CMOS camera through two lenses.
The yellow arrows indicate the path of the interfering light.
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2.3.3 Kaon tagger spectrometer KAOS

At the very forward angle (0°) of the beam direction, a dedicated spectrometer
called “KAOS” was installed to tag strangeness-produced events. KAOS was orig-
inally built at GSI in 1991 as a meson spectrometer for SIS (Schwer Ionen Syn-
chrotron) [Sen+93]. It was brought to Mainz in 2007, and a completely new
detector system was installed there [Ach10]. The schematic drawing of the KAOS
is shown in Figure 2.20. KAOS is not a permanent part of the spectrometer system
in the A1 hall, but is only installed when hypernuclear experiments are performed.

Scintillator wall H‘

“Hadron Arm*“

Spectrometer platform

Lead bricks .

‘Entrance window 0

‘Vacuum window‘

‘ Radiation shielding‘

‘ 0° tube to photon dump ‘

Tm

Figure 2.20: Schematic drawing of the KAOS spectrometer [Von24]. The K* en-
tering from the entrance window on the left in the figure is bent toward the upper
Hadron Arm. In this experiment, the Electron Arm and Aerogel Cherenkovs in the
figure were not used.
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The magnet-optical configuration of KAOS is straightforward, consisting of only
one dipole. Charged K has a lifetime of 12.3 ns, e.g., ¢ = 3.7 m. This dipole has
a short central orbit length of only 5.3 m, which is much better suited for detecting
K™ than the SpekA, B, and C, which have orbit lengths of about 10 m. In addition,
it is designed as an in-beamline spectrometer, so it can cover the 0° forward angle,
where K production is maximized.

The Kt and other background particles, e*, 7", and protons entering through
the left entrance window in Figure 2.20 are bent toward the upper hadron arm. Of
the detectors in the figure, the three scintillator walls, G, I, and H, were used in this
experiment. The Aerogel Cherenkov was not used in the analysis. Also, most of the
electron beam irradiated to the target passes through the target and enters KAOS.
In the same magnet, the electrons are bent towards the Electron Arm, where an
exit beam pipe leads to the beam dump. The detectors (scintillation fibers) in the
Electron Arm were removed and not used in the present experiment. Next to the
exit flange is a 0° tube, which allows neutral particles such as «-rays and neutrons
to pass to a separate beam dump.

At the hadron arm exit of the dipole, lead blocks were placed to deal with the
high detector counting rate due to a large amount of forward-angle background
events, and a lead absorbing wall 10 — 12 cm thick was placed. This wall has
proven essential for suppressing the positron background [Nagl5; Ess14]. This
has almost deteriorated the momentum resolution of KAOS, which is now Ap/p ~
107! [Von24] from Ap/p ~ 107 [Ach10].

Table 2.5 below shows the main parameters of KAOS.
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Table 2.5: Properties of KAOS spectrometer [Ach10]

maximum momentum 2100 MeV
momentum acceptance 20%

solid angle acceptance 10.4 msr
dispersive angle acceptance +185 mrad
non-dispersive angle acceptance +14 mrad
length of central trajectory in the dipole magnet 5.3 m
momentum resolution Ap/p ~ 1071 [Von24]

The absorbers installed on KAOS for radiation shielding

In order to detect the 3H in the momentum distribution of the final decay pions, it
is necessary to reduce background events as much as possible. Due to the forward-
angle design of KAOS, the spectrometer is closer to the beamline and the beam
dump than the other Al spectrometers. This required some shielding to keep radi-
ation interference at a moderate level and limit the influx of radiation, including
the large number of positrons coming from the beamline and neutrons from the
beam dump.

Figure 2.21 shows a photograph of the protective absorber installed on KAOS.
(a) shows a photograph of the hadron arm as seen from the beam dump side. In
this experiment, two layers of 50 cm thick concrete blocks were placed behind
KAOS (one layer is outside the photograph). This was installed to provide addi-
tional radiation shielding to the electron beam dump, which is a known source of
background particles, especially neutrons. The block closer to KAOS also serves as
the base for a dedicated photon beam dump. It was designed to capture uncharged
particles coming from the 0° tube [Ess14].

The KAOS hadron arm is surrounded by a plastic wall containing boron, which
absorbs neutrons. To provide additional protection, additional lead blocks were
placed in the gap in the back wall facing the KAOS A1 beam dump.

Figure 2.21(b) shows the lead wall at the upstream end of the hadron arm. It
is used to prevent positrons from entering the KAOS detector system. In previous
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Figure 2.21: Picture of lead absorbers in KAOS. (a) A photograph of the Hadron
arm is seen from the beam dump side. The concrete blocks that serve as the stand
for the photon dump serve to suppress neutron background events caused by the
e~ beam dump. The hadron arm is surrounded by an absorber containing boron,
and lead blocks are also placed in the gaps in the wall. (b) The lead wall installed
at the most upstream of the hadron arm. Its thickness is 10 — 12 cm. (c) Lead
blocks installed at the exit of the dipole on the hadron arm side. (b) and (c) were
introduced to suppress positron background events.

studies, it was separated into three regions with different thicknesses to take into
account the momentum-specific energy loss of K*s. A thickness of 8 cm was cho-
sen for the low momentum region, 10 cm for the center, and 12 cm for the high
momentum end [Ess14]. However, as mentioned above, in the commissioning
experiment in 2022, it was found that the count rate of the detector in the low
momentum region was very high, so an additional 2 cm of lead was added to the
thinnest section.

Figure 2.21(c) shows the lead blocks installed at the dipole exit on the hadron
arm side. This was also added to suppress positrons in the low momentum region
as much as possible based on the results of the commissioning experiment.

Furthermore, a large Kapton window [DuP] inside KAOS burst after the com-
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missioning experiment, causing a vacuum leakage problem. This window needed
to be replaced with a new window, and a solid aluminum plate was selected in-
stead to improve reliability. This allowed the vacuum chamber to be successfully
sealed, and 1 cm of aluminum was added to the total mass of the absorber.

Scintillator Walls G, I, and H

The G and I walls each consist of 15 scintillator paddles. Each paddle is made of
BC408 plastic scintillator, with dimensions of 4707 x 207 x 75" mm?3. BC408 is
a widely used polyvinyltoluene-based scintillator characterized by a fast decay time
of 2.1 ns and high light output, making it suitable for timing measurements [Cry20].
Each paddle is read out from both the top and bottom ends using 2-inch photomulti-
plier tubes (PMTs), model R1828 by Hamamatsu Photonics. The PMTs are typically
operated at a high voltage of approximately —2000 V supplied by a LeCroy 1440
HV power system [Nagl5].

The G and I walls are installed adjacent to each other, just behind the lead wall,
and are therefore the first detectors to be hit by particles. Their proximity to the
0° beam tube and the exit flange also subjects them to significant background radi-
ation. To suppress background-induced single hits and enhance the identification
of unphysical trajectories (i.e., double hits from non-target-originating particles),
a double-wall configuration is employed [Nagl5; Ess14].

During the KAOS commissioning run in 2022, the paddles located in the low-
momentum region of the G and I walls exhibited hit rates 2 — 3 times higher than
those in the mid- to high-momentum regions. In particular, rates of several tens of
counts per second were observed in the first paddle rows. This effect is attributed to
residual positrons penetrating the lead wall, a phenomenon also reported in earlier
experiments. Consequently, the first paddles of G and I were disabled to reduce
background noise. The corresponding loss of acceptance can be compensated by
operating at higher luminosity.

The H wall, installed approximately 1 m downstream of the G/I wall group,
is the final detector in the KAOS setup. It consists of 30 larger paddles of size
5807 x 207 x 70" mm3, made of the same BC408 material and read out by the
same PMTs. Positioned near the focal plane of the spectrometer magnets, the H
wall is less exposed to radiation compared to the G and I walls, allowing for stable
operation and improved timing resolution. The spatial separation between the G/I
and H walls permits time-of-flight (TOF) measurements.

KAOS determines particle momentum and TOF by identifying coincident hits
between the G/I and H walls. In addition, energy loss (dE) information from
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each paddle is recorded, enabling particle identification through combined TOF-
dF analysis.

2.3.4 Data acquisition system

Trigger logic for KAOS

The coincidence of the three scintillator walls—G, I, and H—is used to generate
the KAOS trigger signal for acquiring physical events. In order to reduce accidental
background triggers, the paddle combinations among these walls were optimized
in a previous experiment to reflect only physically possible hit patterns [Ess14].
Figure 2.22 shows the schematic diagram of the KAOS trigger logic. The read-
out signal from each photomultiplier tube (PMT) is split into two branches: one for
time information via the Time-to-Digital Converter (TDC; GSI SU 1601), and one
for charge information via the Analog-to-Digital Converter (ADC; LeCroy 1885F).

—» Cates Dela
G wall generator y
5ns 0ns conci-
dence
= —’—> matrix
ate-
| wall generator e Delay
20 ns 10 ns
L Gate-
generator Delay o
coinci-
30 ns 5ns
dence |—» }é)auo'?
matrix
H I Gate- | Dela |—>
wa generator y
20 ns 0ns

Figure 2.22: Diagram of the trigger logic of KAOS [Ess14] (modified).

In the TDC branch, the signal is first processed by constant fraction discrimina-
tors (CFDs; GSI CF 8105), then passed through a delay module (GSIDL 1610), and
finally input into a logic module (VUPROM?2), which incorporates a Xilinx Virtex-
4 FPGA chip with 256 I/0 channels. The logic firmware evaluates whether the
observed hit combinations on the G and I walls are consistent with physical trajec-
tories. If valid, it preselects the allowed combinations of hits on the H wall. In a
second stage, the actual signal from the H wall is compared against the expected
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pattern, thereby validating the event and minimizing the probability of random
coincidences.

The output of this logic circuit, labeled “KAOS OUT”, generates the KAOS trig-
ger signal, which is further processed in the global coincidence logic shared with
SpekA (Section 2.3.4).

Meanwhile, the ADC branch is delayed using a separate delay module (GSI DP
1620) before being sent to the ADC for charge measurement.

Trigger logic for SpekA

Figure 2.23 shows a schematic diagram of SpekA trigger logic. In the SpekA spec-
trometer, the timing signal from each ToF paddle serves as the trigger for data
acquisition. Similar to the KAOS setup, the signal is split into two branches: one
for timing and one for charge measurement. The timing branch is processed by a
leading-edge discriminator (LeCroy 4413), which generates a logic pulse. A logical
AND is formed between the signals from both ends of the same ToF paddle, and
the logical OR (SUM) of all ToF paddle signals produces the SpekA trigger.

The timing signals are digitized using a Time-to-Digital Converter (TDC; LeCroy
2228A), while the pulse height information is recorded by an Analog-to-Digital
Converter (ADC; LeCroy 2249A). Additionally, the timing signal from the vertical
drift chamber (VDC) is recorded by a separate TDC module (LeCroy 4291B).

SpekA platform

ToF )E—

Left Divider LED

Right ==s===

dE TDC (Lecroy 2228A)

Left E=s=s===

ADC (Lecroy 2249A)

GC Divider ADC (Lecroy 2249A)

VDCs TDC (Lecroy 4291B)

CFD: Constant Fraction Discriminator
LED: Leading Edge Discriminator

Figure 2.23: Diagram of the trigger logic of SpekA [Nag15] (modified).
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DAQ system for coincidence events

Figure 2.24 shows a schematic diagram of coincidence logic. The complete logic
diagram is shown in Appendix A.

The trigger signals from SpekA and SpekC were sent to the KAOS platform
and logically combined with the KAOS trigger to form a coincidence condition.
The logic condition was defined as (SpekA Vv SpekC) A KAOS. Although data from
SpekC were also recorded, they were not used in the present analysis. When this
condition was satisfied and no busy signal was present from the data acquisition
PC, a coincidence trigger was issued.

This coincidence signal was fed to the event builder module, which merged the
data from all detectors and assigned a unique event number. The same signal was
also used to generate the ADC gate, TDC stop, and arming signals for modules such
as the LeCroy 1875.

1 7o TDC stop on Spek-A, C

PC Busy

)
. ADC Gate on Kaos
Kaos trigger Pj >

20 ns ] | .
— Event Bmldsr
_f TDC Stop on Kaos
60 ns 1 Interrupt for front-end ﬁC

SpekA trigger HI_’} PC@

Figure 2.24: Diagram of the trigger logic of SpekA and KAOS coincidence [Nag15]
(modified).
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2.3.5 Target design

Finally, the newly developed target system for the present experiment is described.
To observe rare events such as 3H, it is essential to suppress background contribu-
tions as much as possible. For this purpose, it is important to select target materials
with low atomic numbers. Such materials offer fewer hyperfragment candidates
and reduce background events originating from electromagnetic interactions.
Therefore, as previously mentioned, "Li was chosen as the target material
in this study, instead of °Be used in earlier experiments. However, lithium has a
lower density and a lower melting point compared to beryllium. To overcome these
disadvantages, a completely new target system had to be designed.

Concept of the new lithium target

Here, briefly introduce the beryllium target in the previous study to explain the
new target system. Figure 2.25 shows the layout of the spectrometers and target:
beryllium target in the 2014 experiment and lithium target in 2022.

Beryllium target 2014 Lithium target 2022
KAOS KAOS

9Be

72°

' SpekC

Figure 2.25: Comparison of the target designs used in 2014 (beryllium, left) and
2022 (lithium, right). Note that the scale, including target thickness and length, is
not accurate.

The beryllium target plate was installed at an angle of 54° with respect to the
beam axis. In 2014, both SpekA and SpekC were used to measure the momentum
of decay n~. Spek C was placed at 54° +72° = 126° from the beam axis to minimize
the energy straggling effect of decay pions. SpekA was placed at 91° because part
of the system interferes with KAOS. Two target material thicknesses were used:



62 CHAPTER 2. EXPERIMENT

X =23 mg/cm? and X = 47 mg/cm?. The beam current was set to [ = 43 pA for
the thin target and / = 26 pA for the thick target.

The luminosity L for a beryllium target can be calculated as follows:

N
[ =4 . x.T
Mmol
Loge, = 5.10 x 10°° /cm? (2.3.14)

Lopey,, = 6.30 x 10% /cm?

Here, Avogadro number N, = 6.022 x 10?* mol~!, the molar mass of beryllium
mmol = 9.012 g/mol are used. X is multiplied by a factor 1/ sin 54° to estimate the
effective target thickness. The beam current is converted to electrons per second
1 uA = 6.24 x 10*2e/s.

The design of the new lithium target is completely different. In previous studies,
relatively high beam current values were used, which caused technical problems
such as increased radiation levels in the experimental hall, high background rates,
and frequent crashes of surrounding equipment. To avoid this, it was necessary
to enable steady data acquisition at low beam currents. Furthermore, since the
density of lithium is small, p = 0.534 g/cm?, we considered installing it at 0° in
the beam direction to ensure maximum luminosity. To maximize the acceptance
of the decay-pion spectrometer, the target length was extended to [ = 45 mm,
which corresponds to the coverage of approximately 95% of the spectrometer’s
acceptance and results in an areal density of X = 2.4 g/cm?.

During the commissioning experiment in 2022, it was found that a beam cur-
rent of 1.1 pA is the maximum that the detector can handle adequately. Above
that, dead-time problems and accidental background events become dominant. As
a result, the luminosity for the lithium target is calculated as follows:

Lr; = 8.47 x 10*° /cm? (2.3.15)

This design easily achieves luminosity exceeding that of beryllium while reducing
the beam current by a factor of about 20—40. The main advantage of the new design
is the reduced beam intensity requirement. Fewer radiation sources suppress false
trigger events in all spectrometer scintillators and reduce accidental events. In
addition, the accelerator operation becomes more stable.

The horizontal (z-direction) width should be as narrow as possible to reduce
the effects of energy straggling of decay 7#—. On the other hand, it must be consid-
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ered that a certain amount of electrons will be lost due to the Gaussian intensity
distribution of the electron beam. For this dimension, the width of the lithium was
chosen to be as thin as 0.75 mm. Monte Carlo simulations have confirmed that
with this thickness, the most probable value of energy loss for decay 7~ is approx-
imately 20 keV, and the peak broadening due to energy straggling is about 18 keV
(Section 3.6.1), representing a small and quantifiable part of the total momentum
resolution (~ 70 keV/c). The beam size has been measured to be 0 ~ 0.3 mm,
and under this condition, the fraction of electrons passing through the target is
estimated to be 78.9%. This transmission fraction is taken into account in the lu-
minosity calculation shown in Eq. 2.3.15. This results in a larger geometric target
thickness for SpekA through which the pions pass, but due to the low density of
lithium, the material thickness is about the same as the previous beryllium target,
about 20 mg/cm?.

Mounting a lithium target composed of unstable material

Lithium is a chemically unstable material that reacts readily with oxygen, nitrogen,
and moisture in the ambient air, making it difficult to handle as a target. To mit-
igate these risks during installation, the target chamber was continuously purged
with argon gas, and a vacuum level of 10~° mbar was maintained throughout the
experiment.

Another critical concern is lithium’s low melting point of 180 °C. Energy deposi-
tion from the beam can raise the target temperature significantly. To prevent ther-
mal damage, a custom cooling frame was developed, incorporating water-cooled
copper tubing.

Figure 2.26 presents photographs of the installed lithium target.

As shown on the left, the lithium plate is clamped into a copper frame using
a copper holder. To facilitate temperature monitoring, half of the holder surface
is painted black, allowing its orientation to be uniquely identified by a thermal
camera, as described later. A cooling pipe connects the upper and lower base plates
of the frame, enabling water circulation for effective heat removal from both ends.
During beamtime, the cooling system operated at 5 °C using a water-isopropanol
mixture. Mounted atop the copper frame is the standard A1l target ladder, which
holds an Al;Oj screen for beam alignment and a carbon target for calibration. The
entire system is actuated by two stepper motors—one for rotation and one for
linear translation (Fig. 2.26, right).
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Cooling water pipe

Vacuum tight plugs

Figure 2.26: The lithium target mounted in the target chamber with a dedicated
copper frame [Von24] (modified). Left: Close-up view of the frame and target
holder. Right: View from above showing the complete assembly in the chamber.

Ensuring alignment of the beam with the lithium target

Due to the elongated and narrow geometry of the lithium target along the beam
axis, precise alignment is essential to ensure the beam consistently passes through
its center during data acquisition.

In the commissioning run, a thermal camera was employed to monitor temper-
ature fluctuations in real time and prevent target melting. Details of the thermal

monitoring setup can be found in Ref. [Von24]. Figure 2.27 shows a sample ther-
mal image acquired during beam irradiation.
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Figure 2.27: Thermal image of the lithium target [Von+22]. The left image shows
that the beam is irradiating a part of the target. The right image shows the beam
penetrating all the way to the end of the target. At the bottom, a conceptual dia-
gram showing the target and beam positions from above is displayed to make each
situation easier to understand. The maximum temperature was 28 °C when irradi-
ated with a 1.5 GeV electron beam at 2 pA.

Below each thermal image, the corresponding beam path (indicated by a blue
arrow) and target position are shown. In the left image, one can see that the target
was not properly aligned, and only part of it was penetrated. In the right image,
the beam penetrates all the way to the end of the target. In this test, a 1.5 GeV
electron beam was irradiated at 2 pA, and it was confirmed that the maximum
temperature reached 28 °C, which is above room temperature [Von+22].

In addition to monitoring beam penetration with a thermal camera, the sin-
gle hit rate of each spectrometer was monitored throughout data acquisition. Fig-
ure 2.28 shows the target placement position and angle and the spectrometer single
hit rate.

The target frame was placed on movable stages that could move in two direc-
tions, rotation and linear, as shown in the right figure of Figure 2.26. The rotary
stage could be controlled at 1°/10,000 steps, and the linear stage could be con-
trolled at 4 mm/10, 000 steps, and they were remotely controlled. During the ex-
periment, the single rate was constantly monitored, and the scan of Figure 2.28
was repeated, especially when the accelerator or beam conditions changed, and
the movable stages were set to always maximize the single rate (Figure 2.29).
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Figure 2.28: Spectrometer single hit rate vs. target placement position and an-
gle [Von+22]. The red dots indicate SpekA and the green dots indicate SpekC.
This scan shows that the electron beam intensity distribution is Gaussian.
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Figure 2.29: SpekA single hit rate during physics data taking. At beam currents of
1.1 pA, the single rate of SpekA was constant at approximately 24 kHz.

2.4 Summary of the experiment

There were three beamtime sessions in total: 1) commissioning from July to early
August 2022, 2) physics data collection from September to October 2022, and 3)
electron elastic scattering and undulator beam calibration experiments for spec-
trometer calibration from March to May 2024. This chapter summarizes the pur-
pose of each beamtime and the data actually acquired.

2.4.1 Commissioning beamtime

The first beam time with the full experimental setup, including KAOS, was con-
ducted from July 11 to August 1, 2022. The main objectives were: (1) to establish
proper coincidence timing between SpekA and KAOS, and (2) to verify the opera-
tion of the detectors installed in KAOS.
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For objective (1), the flight-time offset between the spectrometers was esti-
mated based on the path length and momentum of the particles inside each spec-
trometer. The trigger timing was then adjusted at the hardware level by modifying
the cable lengths accordingly. Figure 2.30 shows the final coincidence timing dis-
tribution between KAOS and SpekA.
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Figure 2.30: Coincidence time between KAOS and SpekA. The main peak corre-
sponding to (7", 77) events, and other specific peaks are labeled. The interested
events, (K*,7) coincidence peak is in between (7*, 7~ ) and (p, 7—) peak. How-
ever, it is not visible in this figure.

The main peak is the (7+, 7~) coincidence event. It is located almost in the cen-
ter within the gate, and there are accidental coincidence events of 15 ns or more on
both shoulders. Each of the other peaks is also labeled with the particle combina-
tion of the corresponding event. The interested (K, 7~ ) coincidence event exists
between the (7%, 7 ) and (p, 7~ ) peaks, but it is not visible in this figure because
it has few statistics compared to the 7™ event.

The width of the main (KAOS, SpekA) = (7", 7~) coincidence peak was mea-
sured tobe o = 0.61 ns. The coincidence time resolution determined by the ToF trig-
ger counters in SpekA is 1.2 ns (FWHM) [Blo+98], corresponding to o ~ 0.51 ns.
Considering that the time resolution of each paddle in the KAOS trigger counters
(G, I, and H walls) is in the range of 0.1 — 0.2 ns, the observed width is consistent
with expectations.

Regarding objective (2), several scans were conducted on the high voltage ap-
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plied to the PMTs of each detector, the digital conversion thresholds, and other
parameters to determine their optimal settings. The main focus during this phase
was the beam current. Figure 2.31 shows the results of the rate study for the spec-
trometer.
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Figure 2.31: Beam current dependence of the spectrometer single rate [Von+22].
SpekA and SpekC overlap because they have almost the same rate. In KAOS, the
rate peaks at about 1.5 pA, and then decreases due to dead time.

The figure records the electron beam current and the single hit rate of each
spectrometer. SpekC, shown by the green dot, and SpekA, shown by the red dot,
have almost the same value compared to SpekC, so they overlap. These two spec-
trometers show a linear dependence in this current region. In the case of KAOS,
shown in pink, the rate of increase is remarkable, peaking at 1.5 pA. After that, it
can be seen that it decreases due to the effect of the dead time of the KAOS trig-
ger. Therefore, we evaluated the (7, 77) event rate and the signal-to-noise ratio
between 200 nA to 1.5 pA, and finally decided to collect data at 500 nA.

2.4.2 Physics data taking

The second beamtime was used to acquire physics data under the setup conditions
determined during the commissioning process. The beamtime started on Septem-
ber 16th, 2022. There was an interruption on the September 24th for MAMI repairs.
The beamtime resumed on September 30th, and ran until October 17th, 2022.
Beam current scans were performed again during the initial days of this beam-
time. As described in Section 2.3.3, the scintillator paddles GO, 10, and HO—lo-
cated in the low-momentum region of the KAOS spectrometer—were turned off to
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optimize the signal-to-noise ratio. These scans confirmed that data quality compa-
rable to that achieved at 500 nA during the commissioning run could be maintained
even at a beam current of 1.1 pA. Accordingly, most of the data in this beamtime
were acquired at 1.1 pA.

A summary of the data volumes used in the analysis, including the production
run from the end of the commissioning experiment, is provided in Table 2.6.

Table 2.6: Summary of data amount from physics run.

Beam current (nA) Run time (h) Coulomb charge (C) [ Ldt (fb™')

500 9.26 0.017 12.83
600 3.07 0.007 5.11
700 10.83 0.027 21.01
800 9.45 0.027 20.97
900 18.09 0.059 45.13
1000 10.26 0.037 28.43
1100 213.16 0.844 649.97
1200 13.07 0.056 43.49

total 287.19 1.074 826.94
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2.4.3 Spectrometer calibration

The final beamtime was used to collect data for momentum calibration of the decay
7~ spectrometer SpekA. As mentioned above, the electron elastic scattering peak
is measured using '®'Ta target and '2C target. In this experiment, a beam energy
measurement experiment using undulator interferometry was also carried out in
parallel to measure the beam energy with higher precision.

To determine the kinematic setup of the experiment, the differential cross sec-
tion of the electron elastic scattering event was calculated. First, the Rutherford
differential cross section is given by

do (212262)2
) = : 2.4.1
(dQ)R 162 sin(©/2) ) )

where 7, is the charge of the incident electron (e™), Z, is the charge of the target
nucleus, F; is the energy of the incident electron (excluding its rest mass), and ©
is the scattering angle in the laboratory frame. Next, the Mott differential cross
section is given by

d d ‘
(d_g)M - (d_g)R (1= feusin*(©/2)) (2.4.2)

where (32, is the relative velocity of the electron in Center-of-Mass frame. Finally,
calculate the correction term that depends on the scattering wave number (¢), tak-
ing into account the nuclear density distribution (p(r)).

f,o(r)sm(qr) Ar3dr

_ T 2.4.3
Fla) f p(r) - dmr2dr ( )

Here, r is the distance from the center of the nucleus. Therefore, the elastic scat-
tering cross section o, can be calculated using the following formula.

o\ (Ao e
().~ (), o

Figure 2.33 shows the result of equation 2.4.4. The figure shows the angular
dependence of the cross-section for each incident beam energy E, for the ®'Ta
target (top) and the '2C target (bottom). Depending on the installation angle of the
spectrometer, the scattering probability may drop by several orders of magnitude
locally. From the results of Figure 2.33, the installation angle of the spectrometer
was determined to be 54° (black line in the figure), which is within the capable
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Figure 2.32: Angle dependence of electron elastic scattering cross-section. The top
panel corresponds to the '*1Ta target case, while the bottom panel is the '2C target.

range and allows a reasonable number of events to be obtained.

Figure 2.33 shows the image of the relative positions of the target and the
spectrometer. The target was placed at 90° relative to the beam, and SpekA was
placed at 54°. The target chamber and the spectrometer were not connected by
a vacuum extension pipe. Therefore, between the target and the spectrometer,
there was a Kapton target chamber window with a thickness of 127 ym, an air
layer of approximately 10 cm, and a Kapton spectrometer entrance window with
a thickness of 127 ym. The effect of energy losses in these materials will be taken
into account later in the energy calibration.

Experiments were conducted with this setup. Four beam energies £, were used:
180,195,210, and 420 MeV. As shown in Figure 2.2, in MAMI, the energy can be
increased by 15 MeV per revolution with each increase in rotation number, so the
energies were selected in 15 MeV increments from the minimum energy of 180 MeV.
Data for 420 MeV were also acquired to ensure a more linear fit. Several central
momenta peen.. Were set for each beam energy E,. The momentum peaks of decay
n~s of 3H and {H predicted in Table 2.2 appear at the relative momentum dp =
—2.6%, 13.7%, respectively, at peene. = 122.0 MeV/c. The central momentum peen;.
was selected so that the peaks of elastic electron scattering cover this region. The
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Kapton window

Figure 2.33: Geometrical image of the calibration experiment. The actual distance
and size are not taken into consideration. The target is placed at 90° to the beam,
and SpekA is placed at 54°. Between the target and the spectrometer, there are a
Kapton target chamber window, an air gap of approximately 10 cm, and a Kapton
spectrometer entrance window.

targets were 10 patterns (Figure 2.15) of Tal - 5, C1 - 5, and five z positions were
acquired for each target. The runtime was 15 minutes for *'Ta and 30 minutes for
12C per setup. For the data at E, = 420 MeV, the cross-section is extremely small,
so data was collected only on the centrally located Ta3 and C3. The run time is
also long, 120 minutes each.

Table 2.7 shows a summary of the acquired data set.

In this experiment, beam energy measurements were performed in parallel us-
ing the undulator. Since constant measurements are important, beam energy mea-
surements were performed once for every 2 — 3 sets of central momentum peep.. AS
explained in Section 2.3.2, the undulator was installed at the exit of RTM3, and the
optical system was installed in the X1 hall, so the beam was supplied to different
locations for the elastic scattering experiment and the beam energy measurement.
Therefore, the beamline was switched every time between the elastic scattering ex-
periment and the beam energy measurement. Although this was the first attempt
at beamtime management of two halls, it was successfully done.

Since the undulator-based beam energy measurement is only effective for beam
energies below approximately 220 MeV, the conventional MAMI method was used
for the 420 MeV dataset. As the analysis of the undulator data is still ongoing,
the present work adopts a preliminary momentum calibration based solely on the
420 MeV elastic scattering data and the beam energy determined by the MAMI
measurement.
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Table 2.7: Summary of data sets for spectrometer calibration. The incident beam
energy E,, central momentum p,.., the predicted relative position dp of the elastic
scattering peak for a '®1Ta target, and the target used are shown.

Ey, (MeV)  peent. (MeV/c)  p (%) Target

180 164.7 144 Tal-5&C1-5
167.4 126 Tal-5&C1-5
192.6 —21 Tal-5&C1-5
194.4 —-30 Tal-5&C2-4

195 179.0 141 Tal-5&C1-5
195.0 4.7 Tal-5&Cl1-5
208.3 —19 Ta2-3&C1-5

210 193.2 13.8 Tal-5&C1-5
196.4 12.0 Tal-5&C1-5
201.6 20 Tal-5&C1-5
221.6 —0.8 Tal-5&C1-5
224.7 —2.1 Tal-5&C1-5

420 387.7 13.4 Ta3 & C3
445.2 -1.3 Ta3 & C3
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Chapter 3
Analysis

This chapter provides a detailed description of the analysis. First, the analysis
procedure is explained (Section 3.1), followed by the momentum analysis for the
decay pion spectrometer SpekA (Section 3.2) and the spectrometer momentum cal-
ibration method using elastic electron scattering data (Section 3.3). In the momen-
tum calibration, the beam energy measured by the MAMI facility is used instead
of the result from the undulator interferometry, as the analysis of the latter is still
ongoing. Therefore, the results presented in this thesis are considered preliminary.
As the next step, the PID method using KAOS data (Section 3.4) will be discussed.
Then, based on the electron elastic scattering data, an appropriate fitting function
is evaluated, and finally, the fitting procedure for the momentum peak of the decay
pion is described (Section 3.6).

3.1 Analysis procedure

Figure 3.1 shows a diagram of the analysis procedure. The red shaded area rep-
resents the SpekA data, and the purple shaded area represents the KAOS data
analysis.

For the hypernuclear physics data, the KAOS and SpekA datasets are analyzed
independently. In the SpekA analysis, the central magnetic field is first set based
on the NMR readout. Subsequently, fundamental detector parameters such as TDC
offsets and drift times are adjusted. Momentum reconstruction is then performed
using VDC tracking data (Section 3.2).

In the KAOS analysis, basic parameters such as TDC offsets and ADC gains
are initially calibrated. Momentum reconstruction is conducted using hit-paddle
combinations on the scintillator walls. Finally, particle identification is performed
based on the TOF, energy deposition, and momentum information from the KAOS

75
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data (Section 3.4). Afterward, the KAOS and SpekA datasets are merged using the
common event ID to extract the K*-tagged momentum spectrum (Section 3.5).

Momentum calibration for SpekA is carried out using electron elastic scattering
data (Section 3.3). The momentum analysis is performed following the same pro-
cedure as in the physics data. A peak fitting is then applied to determine the most
probable value of the elastic peak. For this purpose, the absolute beam energy £,
measured using an undulator-based interferometer, is typically used. However, in
this work, the beam energy measured by the MAMI facility is adopted instead. A
calibration function is constructed for the particle angle at the target, z-position,
and relative momentum Jp, and the momentum calibration factor is derived from
the difference between the measured and calculated momenta for electron elastic
scattering.

The final step involves fitting the momentum spectrum of the decay pion. Since
the decay pion spectrum does not have sufficient statistics to determine the peak
shape, the shape and width of the fitting function are evaluated using electron elas-
tic scattering data (Section 3.6). This evaluation takes into account the effects of
VDC-based position and angular resolutions as well as uncertainties in the trans-
fer matrix. Furthermore, the energy loss of electrons/7~ in the target and other
materials is estimated through simulation and incorporated into the analysis.

A final fitting of the decay pion momentum peak is performed (Section 3.6).
Detailed explanations of each step are provided in the subsequent chapters.
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Figure 3.1: Diagram of analysis procedure. In the physics data analysis, the KAOS
and SpekA data are analyzed independently to provide the tag of the K event
and momentum, respectively. Eventually, these are merged using the same event
ID number. The electron elastic scattering data provide the momentum calibration
information. The absolute beam energies by the undulator interferometry are used.
The peak shape estimation is performed using not only elastic scattering data but
also inputs from the Monte-Carlo simulation. Finally, the momentum peak of the

decay pion is fitted.
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3.2 Momentum analysis of decay pion spectrometer

The momentum of the decay 7~ emitted from the hypernuclear decay is measured
using the high-resolution magnetic spectrometer SpekA. This section presents an
overview of the stability of the magnetic field in the dipole magnets, followed by
a description of the basic analysis procedure and the achieved position and angle
resolution of the vertical drift chambers (VDCs) located at the focal plane, which
are used for momentum reconstruction.

3.2.1 Determination of central momentum and evaluation of
the stability of the dipole magnetic field

Figure 3.2 shows the NMR readout magnetic field installed in the two dipole mag-
nets of SpekA and the actual applied current value.
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Figure 3.2: The NMR readout magnetic field installed in the two dipole magnets of
SpekA (left column) and the actual current value. The top row corresponds to the
first (upstream) dipole D1, and the bottom row corresponds to the second (down-
stream) dipole D2. The interruptions due to the MAMI problem from September
24th to October 1st are shown in the hatch.

During the beam time, there was a one-week interruption (the hatched area in
the Figure 3.2) due to accelerator trouble, and the current value fluctuated before
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and after that. The NMR readout value also reflects this fluctuation. The value of
central momentum is calculated using the NMR readout magnetic field according
to the formula 2.3.1. In the case of SpekA, the magnetic field of the first (upstream)
dipole magnet (D1) is used as the reference. There is a difference of less than 10 T
between the magnetic fields read out by the two dipole magnets, especially in the
first half of the beamtime, but the error is only 4 keV/c. This is taken into account
as systematic uncertainty of the final results.

In the first half of the beamtime before the interruption, the central momentum
variation was o ~ 1.18 keV/c (Figure 3.3 (a)), i.e., Ap/p ~ 9.7 x 1079, and in the
second half of the beamtime it was o ~ 0.80 keV/c¢ (Figure 3.3 (b)), i.e., Ap/p ~
6.6 x 107, The dipole magnetic field was stable during the whole data taking.
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[ o=1.18+0.05 keV/c ~ 300F- o=0.80 % 0.05 keV/c
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Figure 3.3: Central momentum calculated from the magnetic field readout of the
NMR probe installed on the D1 dipole magnet. Panel (a) shows the data before the
interruption, and panel (b) shows the data after the interruption. Each distribution
is fitted with a Gaussian function to extract the mean (x) and standard deviation

(o).
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3.2.2 Analysis for focal plane detectors

Charged particles with different momenta follow distinct trajectories in the mag-
netic field of the dipole magnets, and are subsequently detected by the downstream
focal plane detector system comprising vertical drift chambers (VDCs), which mea-
sure both position and angle. Prior to performing tracking analysis, the timing
offsets for each detector channel were calibrated. The trigger timing of SpekA
was defined using signals from two layers of plastic scintillator detectors, ToF and
dE, positioned downstream of the VDCs. Each layer consists of 15 channels, and
their relative timing offsets were aligned based on the (KAOS, SpekA) = (7 F,77)
coincidence time peaks observed in correlation with the KAOS spectrometer.

Subsequently, the start timing (¢,) for the drift time (¢,) measurement in each
wire of the VDCs was determined. Figure 3.4 presents the drift time distributions
for each VDC layer. The horizontal axis indicates the TDC channel number, where
one channel corresponds to 0.75 ns. Since the VDCs data acquisition operated in
common stop mode, larger channel numbers represent earlier arrival times relative
to the common trigger. The reference time ¢, was defined as the rising edge of the
distribution, as indicated by the blue line in the figure. The timing of the rising
edge was determined by fitting linear functions to both the continuous background
distribution and the signal distribution, and extracting their intersection point.

Figure 3.5 illustrates the principle of the VDC tracking analysis. For each event,
timing signals are recorded from multiple signal wires. The drift length L, associ-
ated with each signal wire is calculated using the following relation:

Ld:thUXC:(TDC—to)XUXC. (321)

where v is the drift velocity and C'is the TDC conversion factor, C' = 0.75 ns. Using
the drift lengths obtained in this way, the particle trajectory is reconstructed by a
linear fit, yielding the position and angle of the particle at the target.

The distributions of reconstruction errors for the position (z,y) and angle (6, ¢)
on the focal plane obtained by this linear fitting are shown in Figure 3.6. These
variables correspond to momentum, scattering angle, out-of-plane angle, and ver-
tex position at the target, respectively.

The values of ¢, and the drift velocity for each VDC layer were adjusted to mini-
mize the error in the linear track fitting. During this process, the values of Az were
used as references for optimizing ¢, and the drift velocity in the X1 and X2 layers,
while Ay was used for optimizing ¢, in the S1 and S2 layers. A typical value of the
obtained drift velocity was approximately 26 ;m/ns, which falls within a realistic
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Figure 3.4: Drift time distribution of each layer of VDC. The horizontal axis is the
TDC channel number, which corresponds to 0.75 ns per channel. The reference time
to for the drift time measurement of each layer is the rising edge of the distribution
shown by the blue line.

and representative range for an Ar:iC,H;, = 50 : 50 gas mixture in the VDCs, and is
also consistent with the typical drift time of 200 ns reported in Ref. [Blo+98]. The
resulting spatial resolutions after these optimizations are summarized in Table 3.1.
The achieved performance is consistent in both magnitude and distribution shape
with the reference values reported in Ref. [Blo+98].
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Figure 3.5: Principle of VDC tracking analysis. When a charged particle passes
through the chamber, timing signals are obtained from several signal wires. The
drift length for each wire is determined by the equation 3.2.1, and the particle
tracking is obtained by a linear fit.

Table 3.1: Resolution of target coordinates reconstructed from the VDCs in the
SpekA.

Focal-plane coordinate 2 (um) y (um) 0 (urad) ¢ (urad)
Target coordinate momentum scattering angle out-of-plane angle  vertex
Most probable error 73 173 178 925

Average error 115 239 243 1,175
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Figure 3.6: Distribution of errors of position (z,y) and angle (#, ¢) on the focal
plane measured by VDC. The upper left is the error for x position, the upper right
is the error for y position, the lower left is the error for §, and the lower right is the
error for ¢, which are physical quantities corresponding to momentum, scattering
angle, out-of-plane angle, and vertex at the target position, respectively.
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3.3 Momentum calibration

The momentum measured by SpekA was calibrated by correcting the difference
between the known momentum peak and the observed peak position using elas-
tic electron scattering based on Eq. 2.3.7. This section begins with a description
of the angular calibration of the spectrometer using the reconstructed sieve colli-
mator’s hole pattern (Subsection 3.3.1). The procedure for peak fitting, which is
essential for momentum calibration, is then outlined (Subsection 3.3.2). Then, the
fitting method is applied to evaluate the linearity within the momentum acceptance
(Subsection 3.3.3) and to assess the z-position dependence (Subsection 3.3.4). Fi-
nally, the momentum calibration factor is deduced from the momentum difference.
Noted that the electron beam energy is referenced from the results of MAMI’s mea-
surement instead of undulator interferometry in this thesis.

3.3.1 Angular calibration

The angular resolution of the spectrometer was evaluated by placing a sieve col-
limator at the spectrometer entrance during elastic scattering measurements and
reconstructing the resulting hole pattern. Figure 3.7 shows a two-dimensional dis-
tribution of the reconstructed dispersion angle (/) and non-dispersion angle (¢) of
scattered electrons at the target position.

The sieve collimator is a 5 mm-thick heavy metal plate with symmetrically
drilled holes [Blo+98]. It consists of seven rows in the 6 direction and eleven
rows in the ¢ direction, each with a hole radius of 2.5 mm (3.9 mrad). To avoid
ambiguity in orientation, the central hole and one off-center hole are enlarged to
a radius of 5 mm (7.8 mrad). The design positions and radii of the holes are plot-
ted as black circles in Figure 3.7, showing good agreement with the reconstructed
angular distribution of the scattered electrons.
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Figure 3.7: Two-dimensional distribution of the reconstructed dispersion angle (#)
and non-dispersion angle (¢) of scattered electrons at the target position. The
black circles indicate the design values of the sieve collimator hole pattern, which
are generally well reproduced in the measured distribution.

To evaluate the angular resolution, events passing through individual sieve
holes were projected onto the # and ¢ axes. Each projection was fitted with a
Gaussian function and a constant function, as illustrated in Figure 3.8. The figure
shows a representative example, where projections were taken for columns within
the regions 10 < ¢ (mrad) < 30 and 10 < ¢ (mrad) < 30.

The measured Gaussian width o peasurea Obtained from the fit was corrected for
the finite hole size, and the intrinsic angular resolution o.s was extracted using
the following relation:

2
.
Ores = \/ o2 - (\;—ILQ) : (3.3.1)

where 1,0 denotes the angular diameter of the hole in units of mrad, and the
coefficient v/12 represents the standard deviation of a uniform distribution across
the hole width. Although even in the limit of infinitely good angular resolution,
the particle distribution through the hole would not be exactly rectangular due
to focusing toward the center, this approximation has a negligible impact in the
present evaluation.

The average angular resolution obtained using this method was o,e; = 1.76 mrad.
The accuracy of the hole center determination, defined as the RMS deviation be-



86

CHAPTER 3.

ANALYSIS

160

140F

counts / (1 mrad)
®» o
===

D
=)
L

120~

100[—

counts / (1 mrad)

20—

80—

60—

40—

—q 00 20 40

60 8

0 100

Figure 3.8: Fit to angular projection of hole events. Gaussian + constant fits to the
projections of reconstructed angles at the target position: (top) dispersion angle
6, (bottom) non-dispersion angle ¢. The selected regions are 10 < ¢ (mrad) < 30

and 10 < ¢ (mrad) < 30.

tween the measured hole positions and the design values of the sieve collimator,

was estimated to be 1.85 mrad. The resulting momentum uncertainty due to this
angular resolution was negligibly small: less than 1 keV/c for a '8'Ta target and
less than 4 keV/c for a '2C target at an incident beam energy of £, = 180 MeV.
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3.3.2 Peak fitting for elastic scattered electron momentum

Figure 3.9 shows an example of a measured elastic scattering peak from !8!Ta,
along with fitting of response functions.
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Figure 3.9: Deviation from the theoretical value of the elastic peak for a ''Ta
target. The beam energy was E, = 195 MeV and the central momentum setting of
the spectrometer was peene = 208.3 MeV/c. The Landau-Gaussian function is fitted
to the elastic peak corresponding to the ground state 9/2~. A small structure from
the excited state 11/2" can be seen around ~ +0.3 MeV/c, but due to low statistics,
its presence or absence causes a variation of approximately 2 keV/c in the fitted
peak position.

The fitting function used is a convolution of the Landau and Gaussian distribu-
tions. This choice is justified because the target material is sufficiently thin, making
the high-energy tail due to energy loss in the target non-negligible. The energy loss
was calculated using the Bethe-Bloch formula [Leo94]:

dE o 9 27 2me Y20  Winax 5
_% = QWNaremeC pZ@ |:ln (T — 2/8 s (33.2)
where
27 Nyrimec® = 0.1535 MeV cm?/g. (3.3.3)

The other variables are:
* r.: classical electron radius = 2.817 x 1073 c¢m,

* m.: electron mass,
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* N,: Avogadro’s number = 6.022 x 10?3 mol~!,
* [: mean excitation potential,

e Z: atomic number of absorber,

e A: atomic mass of absorber,

* p: density of absorber,

* 2: charge of incident particle in units of ¢,

c B=vfe,y=1/y1- 57,

Whax: maximum energy transfer in a single collision:

_ 2m.c*(8y)* |
1+ 2(me/M)/1+ (87)* + (me/M)?

The shape of the energy loss distribution is characterized by the parameter &,

(3.3.4)

max

defined as the ratio between the average energy loss A and the maximum energy
transfer Wpax:

k= A/ Whax,

7 .2 (3.3.5)
Fp==.

A 3?2

A = 27N r*m,

If k > 1, the distribution approaches a Gaussian shape. If x < 1, the distribution
becomes asymmetric with a long, high-energy tail. In the extreme case x < 0.01,
the distribution follows the Landau form ¢(\):

fILAE) = @, (3.3.6)

§

™
1 1 — 62 I2
A = [AE —¢ {mg - (ln <W) + ﬁ2) +1-— 0.577}} :

where ¢ is the mean energy loss and [ is the mean excitation potential. In the both

SN == / " exp(—ulnu — u\) sin(ru) du,
0 (3.3.7)

case of '8!Ta (average thickness: (12.3 +0.1) mg/cm?) and '2C (average thickness:
(1.763 & 0.028) g/cm?), the « is the order of 10~° to 107%. There were also air
(~ 10 cm thick) and two Kapton foils (127 pm thick [DuP]) between the target
chamber and the spectrometer. These materials also have the same order of .
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The Landau distribution ¢(\) is defined in a standard form with no explicit
parameters such as mean or width. The most probable value (M PV) occurs at
a fixed value of A = A\, = —0.22278298 [KS84]. For practical fitting purposes,
a parameterized Landau function is used, in which the M PV and width o; are
treated as free parameters. The correspondence between the scaled A and the
physical M PV is:

r—MPV

— A
oL P (3.3.8)

= MPV =2 — Ayp-0p.

To decouple the M PV from the width parameter in fitting, we define a cor-
rected M PV’ as:

MPV' = MPV — Ayp - 0, = MPV — 0.22278298 - 7. (3.3.9)

Therefore, the Landau-Gaussian convolution function used in this analysis is
defined as:

R |
f(:v):A/ —L(u;pp=MPV' or)-G(x —u;0¢)du+ C
—o0 0L

o (3.3.10)
:A/ —L(uyup=MPV —Ajop)-G(xr —u;06)du+ C,

0o 0L

where

* L(u;u,or) is the Landau distribution,

—u)? . . . . .
* G(x—uj0q) = \/%UG exp (— (202;) ) is the Gaussian distribution,

* A is the amplitude,

e ('is a constant offset (baseline),

A = 0.22278298 x oy, is the shift between the most probable value (M PV')
and the mean of the Landau distribution.

This function is evaluated numerically using a symmetric rectangle rule (mid-
point approximation) over the range +504 with NV = 250 steps on each side (total
500 steps):
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1 N

flz)~A- N Z [L(u) - G(z — w;) + L(v;) - Gz — v;)] - Au+ C, (3.3.11)

where

1
ui:m—5ag+(i—§)-Au,

1
Ui:l‘+5dg—(i—§)-Au,
_100‘@

A .
YTTN

Figure 3.10 shows an example of a Landau-Gaussian convolution function. In

P N N O S S S
? / ? ? Example ?
MPV = 0.0 keV/c
0.8 -.__ ............. ................ . .............. ................ O_L _ 12 keV/C ........
- - o;=23keV/c
g i L) — | Peakpos.=9.2keV/c |
> 06 ﬁ C=04keVie |
2 - : : : : : :
s F | | | | | | |
D) bt e O PO U VT, O S U SO PP PR
2T A
02t fro Bi— e\
0.0 1 | | I | | | | | I I | | 1111 | | I I | | | I I | | |
“0.10 -005 000 005 0.0 0.5 020 025 0230
Momentum (MeV/c)

Figure 3.10: An example of the Landau-Gaussian convolution function used in
fitting. Although the M PV’ is set to zero, the actual peak position shifts rightward
due to the width of the Gaussian component.

this example, the Landau width is set to o, = 12 keV/c and the Gaussian width to
o = 23 keV/c. Asillustrated, the true peak position (where the derivative is zero)
shifts from M PV’ by an amount proportional to o¢:

Peak position =M PV’ + C - o,

(3.3.12)
5Peak position :\/(5MPV/)2 +C?- ((50@)2,
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where C' is a numerical constant determined empirically.

Energy loss correction

In this analysis, the energy loss of the scattered electron in each material was cor-
rected before calculating the momentum difference by fitting with Landau-Gaussian
function. The following most probable value AE,,, was used for the actual calcu-
lation of the energy loss [Leo94].

AEp, =€ {mg — (ln (1-pr

omeE T ﬁZ) +0.198 — 5} (3.3.13)

As mentioned above, in this setup, the energy loss follows a Landau distribution,
so a correction term of —0.198 is added. The density correction term ¢ is expressed

as
0 (X < Xo)
4.6052X + C, (X > X)),

where X = log,,(57). Co, a, Xo, X1, and m are parameters that depend on the
absorbing material. The values for the target material used in this experiment are

summarized in Table 3.2.

Table 3.2: Summary of each parameter for the target material used in this analy-
sis [Ste84]

CO a Xo X1 m
181Ta  5.5262 0.1780 —0.2117 3.4805 2.7623
12C 2.8680 0.2614 —0.0178 2.3415 2.8697
Li 3.1221 09514 0.1304 1.6397 2.4993

Energy loss corrections were applied on an event-by-event basis by multiplying
the material thicknesses (path lengths) of the target, air, and Kapton foils by the
most probable energy loss rate, AEy,,. Ideally, the path length within the target
for each event is calculated from the reconstructed z-position of the reaction point
and the angles (6;, ¢;), obtained from the spectrometer measurement. However, in
the case of the elastic scattering data, the z-position resolution (along the beam
axis) is worse than the actual target thickness. Therefore, the z-position was fixed
at the center of the target, and only the angular information was used to compute
the path length. The resulting uncertainty in the energy correction was estimated
to be less than 4 keV for the '¥!'Ta target and less than 10 keV for the '2C target.
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In the hypernuclear experiment, the target extended 45 mm along the z-direction,
covering over 90% of the spectrometer acceptance. Accordingly, the path length
was calculated solely based on the beam position and the emission angles (6;, ¢;)
at the target vertex, independent of the z-position.

3.3.3 Linearity

The linearity of the momentum difference across the entire momentum acceptance
of the spectrometer was evaluated using elastic scattering peaks measured with a
12C target. The 2C target allows clear identification of peaks corresponding to vari-
ous excited states, and linearity can be assessed over a wide range of approximately
16 MeV within a single dataset.

The excitation energy £, for each state was evaluated by calculating the missing
mass according to the following equation:

E, = My — Mis = \/ (Bo + Muc — Eo)? — (B — p0) — Miac  (3:3.14)

Figure 3.11 shows the missing mass spectrum measured with the '2C target.
The data were taken with a beam energy of £, = 210 MeV and a central momentum
setting of peenr = 193.2 MeV/c. Five distinct peaks corresponding to the ground
and excited states were observed and labeled in accordance with the level scheme
shown in Figure 3.12. Each peak was fitted using a Landau-Gaussian function,
following the same procedure used for the !8!Ta target.

The excitation energy shift AF, for each ground and excited state spectrum
was obtained by subtracting the literature value of the excitation energy [Ajz88],
shown in the level scheme of Figure 3.12, from the measured value. The results are
plotted in Figure 3.13. Panel (a) shows the dataset obtained in the present experi-
ment, while (b) presents the datasets taken in 2014 [Nag15] and 2016 [Sch16] for
comparison. In both panels, the horizontal axis represents the relative momentum
op with respect to the central momentum peen.., Where the measured momentum
pm is defined as

Pm = DPeent. X (1 + 5]?) (3315)

Figure 3.13(a) includes all datasets obtained using a '?C target positioned at
the center (z) labeled “C3”for each beam energy £, and central momentum set-
ting. For datasets with beam energies other than £, = 195 MeV, the measured
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Figure 3.11: Missing mass distribution measured for the '2C target. The beam en-
ergy was F;, = 210 MeV and the central momentum setting was peene = 193.2 MeV/c.
Elastic scattering peaks corresponding to the ground state 0" and excited states 27,
05, 37, and the second 2* were observed and fitted using Landau-Gaussian func-
tions.
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Figure 3.12: Level scheme of 12C [Ajz88] (figure adapted from [Nag15])
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Figure 3.13: (a) Correlation between AFE, and relative momentum dp for E, =
195 MeV. Error bars represent statistical uncertainties from the peak fitting. (b)
Reference correlations from previous studies [Nagl5; Sch16], measured at £, =
195 MeV using the same target material. (Figure adapted from Ref. [Sch16], modi-
fied.) For the '2C target, data points from a single dataset are connected by dashed
lines. Although the vertical axes in (a) and (b) differ in units, the difference be-
comes less than 1 keV when Ap is converted into AFE,, allowing for direct compar-
ison.
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AE, was scaled by a factor of 195/E,'. The vertical offsets of each curve were
adjusted to align along the trend, reflecting stability of beam energy or systematic
uncertainties in measurement methods. This adjustment does not affect the rel-
ative values of AE, between peaks within each dataset. Therefore, the absolute
values of AF, in this figure have no physical significance due to the applied off-
set adjustment; only the relative values are meaningful. This operation, involving
uniform scaling and offset adjustment for datasets with different beam energies,
allows all datasets to reproduce a consistent behavior. This demonstrates that the
relative-momentum-dependent behavior of the momentum deviation within the
spectrometer acceptance is well described.

The observed trend is consistent with that of previous experiments shown in
panel (b), exhibiting a rise from the low-momentum to high-momentum region
and a slight decrease around dp ~ 10%. In earlier studies, since only one decay-
pion peak from a hypernucleus was detected, local calibration within a narrow
acceptance region sufficed. However, in the present study, the decay-pion peaks
from 41H and 3H are expected to appear around dp ~ 13.7% and dp ~ —1.3%,
respectively, necessitating correction over the full spectrometer acceptance.

To obtain a correction function for the correlation betweenAFE, (or Ap) and
Jdp, the vertical axis of Figure 3.13(a) was converted into Ap/py,, and a sixth-order
polynomial was fitted to the data. The result is shown in Figure 3.14.

B | 2/ ndf 819.4 /46
- { p0 0001111 + 4.556e—07
~0.0005 |— ; :
- { Pl 2564605 + 1.257e~07
oF - P2 1.234e-05 +2.283¢-08
= B :
& -00010{— Hp3 1.534e-07 +2.206e09 |
B | P4 —2.478¢-07 + 1.812¢-10
- [ S 1.825¢-08 + 1.345¢-11
-0.0015— : :
” | P6  —4.035e-10 + 8.635¢-13
- M B BT

-5 0 5 10 15 20 25 30
op (%)

Figure 3.14: Correlation between Ap/p,, and dp from '2C target data. A sixth-order
polynomial was fitted to obtain the correction function.

In the expression for Ap, Eq. 2.3.7, the contribution from second and higher-order terms is
estimated to be only about 0.016%, which justifies the linear approximation.
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Polynomial fits of fourth to eighth order were tested, and the sixth-order poly-
nomial was selected because it provided a sufficiently good description of the data.
The x? values for the sixth-order and higher-order fits were nearly identical, in-
dicating that the sixth-order fit was adequate. The fit results are summarized in
Table 3.3.

Table 3.3: Fitted x?/NDF values for different polynomial orders used to model the
Ap/pm — dp correlation.

Function x2/NDF
4th order polynomial  173.924
5th order polynomial 30.836

6th order polynomial  17.813

7th order polynomial 18.184
8th order polynomial 18.365

The resulting correction function is expressed as:

Penite = (2.56385 x 107%) x dp + (1.23367 x 107°) x §p?
+ (1.53437 x 1077) x 6p* — (2.47799 x 1077) x §p* (3.3.16)
+ (1.82476 x 107%) x dp° — (4.03546 x 1071%) x §p°

The correction to the measured momentum was then applied as:

p;n - (1 + pshift) X Pcent. X (1 + 5]3) (3.3.17)

Using the corrected momentum defined by Eq. 3.3.17, AE, was re-evaluated
from the !2C data and plotted in Figure 3.15, with vertical offsets adjusted so that
the central values are near zero, and the values scaled by 195/ F;, as before.

Compared to the uncorrected plot in Figure 3.13 (a), the distortion in linearity
was clearly mitigated. A projection of this plot onto the vertical axis is shown in
Figure 3.16.

From the AE, — dp correlation in the '?C dataset, the remaining uncertainty
after the spectrometer linearity correction over the entire acceptance was estimated
to be o ~ 0.003 MeV, corresponding to a relative precision of 0.003/195 ~ 1.5 x
10~°. This corresponds to an impact of only about ¢ ~ 2 keV/c on the decay 7w~
momentum of hypernuclei (approximately 133 MeV/c).
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Figure 3.15: Corrected AE, vs. Jp plot after applying the momentum linearity
correction function. The values are scaled by 195/F} and offset-adjusted so that
the central values are near zero.
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Figure 3.16: Projection of the corrected AFE, vs. dp plot onto the vertical axis of
Figure 3.15. The Gaussian function is fitted to evaluate the deviation the result
of this linearity correction. The deduced uncertainty is ¢ ~ 0.003 MeV which
corresponds to o ~ 2 keV/c on the decay 7~ momentum of hypernuclei.
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3.3.4 : position calibration

After correcting the linearity as described in the previous section, the z position
dependence is also calibrated. As shown in Figure 2.15, five foils of '8!Ta and '2C
targets were placed at intervals of 15 mm along the z-axis, which is defined along
the beam direction. By measuring the positions of the elastic scattering peaks from
each of these targets, the z-position dependence of the reconstructed momentum
can be evaluated. This calibration is essential because the lithium target used for
hypernuclear production has a significant longitudinal extent of 45 mm along the
beam axis. The derived dependence is used to correct for systematic shifts and to
estimate associated systematic uncertainties.

Figure 3.17 shows the reconstructed z-vertex positions of electrons scattered
elastically from the '®!'Ta target, based on the particle positions and angles mea-
sured at the focal plane of SpekA. To account for the broad background distribu-
tion, the data were fitted with a sum of two Gaussian functions. Although the
effective thickness of the target foil in the z-direction is approximately 7.4 um, the
reconstructed z-vertex distribution exhibited a peak width of o ~ 7 — 8 mm due to
limitations in resolution. Nevertheless, thanks to the sufficient statistics obtained
for each dataset, the peak center was determined with a precision of 0.06 mm.

1000 R A mean: 5.45 + 0.06 mm
i 3 N 0:7.62 +0.08 mm
= i
E -
Q - :
1 T
E L
=
o) o
Q
O PR % e ; 'J'--.,_-.
-100 =50 0 50 100

z vertex (mm)

Figure 3.17: Reconstructed z-vertex distribution for elastic scattering events from
the '8!Ta target. The distribution was fitted with a sum of two Gaussian functions
to account for the background component. The center of the peak was extracted
with a precision of approximately 0.06 mm, while the width was ¢ ~ 7 — 8 mm.
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The momentum shift Ap was evaluated for each target foil (Tal-Ta5) and plot-
ted against the reconstructed z-vertex position, as shown in Figure 3.18. These
results were obtained from data taken at a beam energy of £, = 180 MeV. The
upper panel of Figure 3.18 corresponds to a momentum setting of op ~ 14%
(Peent = 167.4 MeV/c), which is relevant to decay n~ from }{H. The lower panel
corresponds to dp ~ —1% (peent = 192.6 MeV/c¢), corresponding to decay 7~ from
2H. The error bars represent statistical uncertainties from peak fitting for Ap, and
the sum of statistical uncertainty and the Gaussian width o for the z-vertex.
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Figure 3.18: Correlation between the reconstructed z-vertex and the elastic peak
momentum shift Ap for each target position at £, = 180 MeV. Top: dp ~ 14%
(Peent = 167.4 MeV/¢), corresponding to 1H decay . Bottom: dp ~ —1% (peent =
192.6 MeV/c), corresponding to 3H decay m~. Linear fits were applied to extract
the z-dependence slope.

The figure clearly shows that the measured momentum exhibits a dependence
on the z-position of the particle. Linear fits to each distribution yield a shift of
approximately 3.6 keV/c per 10 mm in z for the ép ~ 14% case (upper panel), and
approximately 7.5 keV/c per 10 mm in z for the op ~ —1% case (lower panel).



100 CHAPTER 3. ANALYSIS

The slope of the momentum shift exhibits a dependence on the relative mo-
mentum Jp within the spectrometer acceptance. Figure 3.19 shows the correlation
between the slope (where Ap is normalized by p,,) and dp, as obtained from this

analysis.
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Figure 3.19: Correlation between the slope of Ap/py, versus z-vertex and the rela-
tive momentum Jp. A linear function was fitted to the data.

The magnitude of the slope is smaller in the higher momentum region com-
pared to the lower momentum region and exhibits an approximately linear de-
pendence over the entire momentum range. A linear function was fitted to the
distribution, and the slope zgpe Obtained from the fitting and the corresponding

correction term zg,;; were as follows:

Zstope =(1.22591 x 1077) x dp, (3.3.18)

Zshift = Zslope X Zvertex-

The final correction term was incorporated into the momentum calculation as:

Pm = (1 4 Dshifc + Zehie) X Peent. X (1 + 0p). (3.3.19)

To evaluate the effectiveness of the z-position correction defined in Eq. 3.3.19,
the width of the z-dependence in momentum was assessed before and after apply-
ing the correction, as shown in Figure 3.20. This histogram includes the full !*'Ta
dataset (Tal-Ta5) across all beam energies from £, = 180 to 420 MeV. The mea-
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sured Ap values were normalized by p,,, and the offsets were adjusted such that
the central value is aligned to zero. Panel (a) shows the distribution before the z-
position correction, while panel (b) shows the result after applying the correction.
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Figure 3.20: Evaluation of the momentum spread with respect to z-vertex position,
(a) before and (b) after applying the z-dependent correction.

As a result of the z-position-dependent correction, the momentum spread was
improved from o ~ 7.0x 1075 to o ~ 2.6 x 10~°. This corresponds to the uncertainty
of o ~ 3.5 keV/c to the hypernuclear decay 7~ momentum (~ 133 MeV/c¢). This is
also included as the final systematic error.
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3.3.5 Calibration of absolute momentum

Finally, the absolute momentum is calibrated. The beam energy measurement us-
ing synchrotron radiation interferometry from the undulator is still in progress.
Therefore, alternatively, the beam energy measured by MAMI is referenced as the
same as that of the previous experiment at this moment. Beam energy measure-
ment by MAMI was carried out only for £, = 420 MeV data sets because the undu-
lator method was not available for energies higher than around 220 MeV.

The reported value was E;, = 420.18 + 0.160 MeV, with an uncertainty of
0.160 MeV, consistent with previous measurements. Although the elastic scattering
cross section is small at this energy (as described in Section 2.4.3), several hours
of beam exposure were secured for each setup (combination of target and central
momentum of the spectrometer), allowing the statistical error in peak fitting to be
reduced to a few keV/c.

For each target, the difference Ap = peaec. — pm, as defined in Eq.2.3.7, was
evaluated for the elastic scattering peak. The data set with '8! Ta target was used
for the determination of the absolute value.

The calibration factor Fi,;, was defined, following previous work [Sch16], as:

Feaip = 1+ ap (3.3.20)
Pm
where p,, is the actual measured momentum of the elastic electrons. The corrected
momentum is defined by multiplying the measured momentum by the calibration
factor as

Pcalibrated = Falip X Pm- (3.3.21)

The resulting calibration factor for each momentum region is summarized in
Table 3.4.

Table 3.4: Calibration factors derived from Ej, = 420 MeV elastic scattering peaks.

Momentum region op ~ —1.3%
pm (MeV/c) 419.499 + 0.004
Ap (MeV/c) 0.273 £ 0.004

Calibration factor 1.000652(10)

The obtained values of Apis 0.273+0.004 MeV/c at ép ~ —1.3%. The calibration
factor Feain = 1.000652(10), was adopted.
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3.4 Tagging strangeness-produced events

The following section describes the analysis of the KAOS spectrometer, with the
objective of identifying K events. The KAOS detector consists of only scintillator
walls, and the time and energy information was calibrated using the main back-
ground 7" events. First, the calibration process and the basic resolution obtained
as a result are summarized (Section 3.4.1). Next, the particle tracking method is
described (Section 3.4.2), followed by an explanation of the particle identification
procedure and the selection of strangeness production events (Section 3.4.3).

3.4.1 Time and energy calibration of KAOS detector

First, the time and energy information of the scintillator wall was calibrated using
7T events, which constitute the main background. Figure 3.21 shows a simplified
schematic view of the detector setup inside the KAOS spectrometer (a), along with
a conceptual illustration of the TOF scintillator paddles. In the KAOS analysis, a
coordinate system defined specifically within the spectrometer is employed. The
particle emission direction is defined as the zk,,s axis, the upward vertical direction
(against gravity) as yxaos, and the xy,os axis is defined according to a left-handed
coordinate system. The TOF wall consists of three layers—G, I, and H walls—each
comprising scintillator paddles arranged along the xy,os direction. Paddle channels
are numbered from 0 to 14 for G and I, and up to 29 for the H wall.

= PMT TOP
ili 1‘_ _- ————————————————————————————————

y o
Kaos Xaos [ wall - Viaos direction

= : I Lead wall

. 1m s \
/ PMT BOTTOM

(a) Schematic view of KAOS (b) TOF Scintillator image

Figure 3.21: Schematic view of the KAOS detector and the TOF scintillator paddles.
(a) Overview of the detector configuration inside KAOS. (b) Conceptual image of
the TOF scintillator paddle, equipped with photomultiplier tubes (PMTs) at both
the top and bottom ends.
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For the time calibration, two parameters were adjusted: the TDC offset and a
parameter related to the hit position along the yx.,s direction (see Figure 3.21 (b)),
calculated from the time difference between the signals from the upper and lower
PMTs. The TDC offset for each paddle was calibrated such that the mean value
of the time-of-flight (TOE, At) distribution per meter for 7" events corresponds to
g =1,ie., At ~ 3.33 ns/m. Figure 3.22 shows the time-of-flight distributions for
paddle No. 3 of the G wall and paddle No. 5 of the H wall.

i Mean = 3.334 + 0.001 ns

C 0=0.180+0.001 ns
4000~
3000
= L
C B
© 20001
1000

0 1 1 1 1 ‘ 1 L L 1 ] 1 1 1 ‘ 7-- L L | 1 1
2.5 3.0 3.5 40 45

Time of flight (ns)

Figure 3.22: Time-of-flight distribution of KAOS TOF paddles. The figure shows
the time-of-flight distributions for G wall paddle no. 3 and H wall paddle no. 5.
Events with small energy loss are selected as 7 event candidates. The fit function
consists of a double Gaussian function and a linear function, with a central value
of 3.33 ns/m. The obtained width from fitting is o = 180 ps.

The depicted events correspond to 7 event candidates with an energy loss of
approximately 2 MeV/cm, which corresponds to the Minimum Ionization Particle
(MIP). The distribution was fitted using a combination of a double Gaussian and
a linear function. The center value is 3.33 ns, with 5 = 1. The TDC offset for each
PMT was adjusted to ensure that this center value remains 3.33 ns for all possible
TOF paddle combinations in the design.

In parallel, the yxa0s hit position was also calibrated. The position is defined as:

Ykaos POSition = (trop — teorTom) * slope, 3.4.1)

slope = paddle size/60
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where “TOP”and “BOTTOM”denote the TDC values from the upper and lower
PMTs, respectively. The TDC offsets of the top and bottom PMTs were adjusted
such that the hit position of particles was centered within the paddle. The slope
parameter was further tuned so that the 60 spread of the hit distribution matched
the full length of the scintillator paddle. The calibration procedure involved iterat-
ing the adjustment of the inter-paddle TDC offsets using the time-of-flight (TOF)
of 7+ events and the alignment of the yg..s-position distribution. Additionally, as
the data were acquired using a constant fraction discriminator (CFD) module (GSI
CF 8105), which generates timing signals at a constant fraction of the input pulse
height, the timing was effectively independent of signal amplitude. This minimized
the time-walk effect and eliminated the need for slewing correction. As a result, no
significant second-order correlation was observed between TDC and ADC values.

Figure 3.23 shows the distributions of hit positions in the yx..s-direction for
each calibrated TOF scintillator wall. The red lines indicate the physical bound-
aries of the scintillator paddles. While the hit positions for the G and I walls
are concentrated near the center, the distribution for the H wall is more diffuse.
This broadening is attributed to multiple scattering as particles pass through the
two-layer aerogel cerenkov detector and the intervening air layer, both located
downstream of the G and I walls. The time resolution of each TOF paddle is ap-
proximately o ~ 0.1 ns. Taking into account the corresponding spatial uncertainty
(position leakage) due to this timing resolution, events falling within the shaded
region were selected for further analysis.

The energy was also calibrated using the 7+ event. After the pedestal position
was determined for the ADC information from each PMT, a factor was determined
so that the MIP peak of 7™ would be 2 MeV/cm.

The data acquisition was performed by switching runs approximately every
hour. The calibration parameters for time and energy were individually deter-
mined for each run, ensuring stability throughout the entire beam time.

Figure 3.24 shows the final time and energy resolutions obtained for each scin-
tillator paddle after the calibration procedure. The time resolution was approxi-
mately o ~ 0.1 ns. The time resolution of each paddle was determined by measur-
ing the time-of-flight (TOF) for all combinations of the GI, IH, and HG wall pairs.
The energy resolution was approximately 0.20 MeV/cm for the G and I walls, and
about 0.12 MeV/cm for the H wall. Both the time and energy resolutions achieved
in this work are comparable to those reported in a previous study [Nagl5].
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Figure 3.23: y hit position distribution for each scintillator walls. The red line
indicates the actual size of the paddle. The shaded area is the event used in sub-
sequent analyses. The area of +5 mm was selected, taking into account blunting
due to time resolution.
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Figure 3.24: Time and energy resolution for each scintillator paddle in KAOS. The
left column shows the time resolution for 7+ events at § = 1, and the right column
shows the energy resolution for 7 events at 2 MeV/cm.
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3.4.2 Particle tracking

Particle position and angle were reconstructed using hit information from the G,
I, and H scintillator walls in the KAOS spectrometer. All possible combinations of
hits across the three walls were considered. For each combination, a straight-line
fit was performed in both the .05 — 2Kkaos @0d Ykaos — Zkaos Planes, and the goodness
of fit was evaluated using the y? value.

Figure 3.25 shows the resulting x? distribution. Events with y? values smaller
than the threshold indicated by the blue dashed line were selected for further anal-
ysis. In this analysis, three hit points were used to fit a straight line, leading to
one degree of freedom (ndf = 3 — 2 = 1) since the fit involved two parameters.
Therefore, the resulting x? distribution follows a x? distribution with one degree of
freedom, with an expected value around 1. A commonly used selection criterion is
x? < 4, which corresponds to approximately 95% confidence level for one degree

of freedom.
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Figure 3.25: Chi-square distribution of particle tracking in KAOS. The left figure
shows the distribution for tracking in the x — z direction, and the right figure shows
the distribution for tracking in the y — = direction. The area smaller than the blue
dotted line was used in later analysis.

3.4.3 Kaon identification

Figure 3.26 shows the correlation between [, averaged energy loss at G, I, and
H paddle, and momentum obtained by KAOS. In the correlation between 5 and
momentum, a clear 7" locus appears around 5 = 1. Proton events form a separate
locus in the region 0.4 < S < 0.8. These major background components were
efficiently removed using this correlation. In the correlation between energy loss
and momentum, 7 events are distributed around 2 MeV/cm, and proton events
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are distributed in the region of dE/dz > 3 MeV/cm. This correlation was also used
as an auxiliary means to remove background events, along with 5 and momentum

correlation.
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Figure 3.26: Correlation between [, energy loss and momentum in KAOS. The
left figure shows the correlation between /5 and momentum, and the right figure
shows the correlation between energy loss and momentum. 7+ and proton event
distributions are clearly visible and effectively removed using these correlations.

K™ should also be selected using the same correlation distribution. However,
because there is not enough resolution to see a clear K" distribution and there
are too many background events, an indirect event selection method was adopted
instead of a direct one.

Two types of cut conditions are defined for Kt event selection. The first is the
likelihood cut:

2 2
B ( B— 6K+) . (dE/dx - dE/da:K+)

w w T
o , ¢ ) (3.4.2)
n <dE/d:c—dE/de+) n (dE/dx—dE/de+>
WAE /dz I WAE /da H

Here, the subscript K denotes the mean value of the K event distribution,
and the denominator w represents the width of the distribution, which reflects the
detector resolution in time and energy. In this cut, events are selected based on
their consistency with the expected mean values of TOF (d¢) and the energy loss
(dE/dx) in each scintillator paddle, with smaller deviations contributing to lower

2
Xikey Values.
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The second is the threshold cut:

2 2
(ﬁ—5K+) e (dE/dx—dE/d:cK+) .
w w T
b 4B/d G (3.4.3)

2 2
. (dE/dx—dE/de+> e (dE/dx—dE/de+> o

WJE /dx WJE /dx

1 H

Each term has the same meaning as in the likelihood cut. In this cut, only
events lying within one standard width of the K™ mean values in all observables
are accepted, and any events falling outside are excluded.

The width parameters w represent the spread of each observable around its
mean due to the intrinsic time and energy resolution of the detectors. Note that
the width parameters w appearing in both the likelihood and threshold cuts refer to
the same quantities and are consistently defined based on the detector resolution.
Their values are chosen based on a balance between maximizing signal retention
and minimizing background contamination. A detailed discussion on the determi-
nation of these widths is provided later.

To select K+ events according to these cut conditions, the mean value of the K+
distribution for each physical quantity was first determined. First, the mean value
for TOE i.e., 3, was determined. This is because it has a better resolution compared
to the energy loss. As mentioned above, it is difficult to directly see the distribution
of Kt events, so the mean value was determined relatively. Figure 3.27 shows how
the mean value of the K distribution for 3 was determined.

First, the mean 3 values for 7™ and p were determined via slice fitting (Fig-
ures 3.27 (a), (b)). To isolate the precise distribution for each particle species, se-
lection cuts were applied to the energy loss regions: 1.8 < dF/dx (MeV/cm) < 2.2
for 7*, and 3 < dE/dx (MeV/cm) < 8 for p. Each error bar represents a 1o un-
certainty. Since protons lose energy while passing through the scintillator paddles,
the measured /3 corresponds to a momentum lower than the initial value. This im-
plies that the reconstructed velocity reflects an effective momentum, peg = pin — Ap,
where Ap represents the momentum loss along the particle trajectory.

Assuming that K particles undergo a similar energy loss, their effective mo-
mentum can be estimated based on the relative shift observed between the 7"
and p distributions. Using this, the expected S—momentum correlation for K+
was plotted in Figure 3.27 (c). A theoretical curve based on the expression § =
Pefe/ /D% + m2 was fitted to the numerical center positions obtained from this
correlation. From this fit, the mean value Sx+ was deduced.
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Figure 3.27: Determination of the central f—momentum correlation for each
charged particle. (a) Slice fitting was performed for © events selected in the en-
ergy loss region 1.8 < dE/dx (MeV/cm) < 2.2. (b) Slice fitting was performed for
proton events selected in the energy loss region 3 < dE/dx (MeV/cm) < 8. (c) The
f—momentum correlation for K+ was estimated based on the relative positions of
the * and p distributions obtained in (a) and (b), taking into account energy loss in
the scintillator. The resulting numerical center positions for K+ were plotted, and
a theoretical curve defined by 5 = pesr/ /P2 + m3.. was fitted to them. The error
bars in (c) reflect the propagated 1o uncertainties derived from the * and proton
distributions.

Next, the mean energy loss in the scintillator paddles was determined. Since
the energy loss distribution for protons spans a broad region, fitting procedures to
extract peak centers are not suitable for reliably identifying each particle species.
Instead, the mean dE/dzx value for K was uniquely determined from the dE /dx —
[ correlation.
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Figure 3.28 shows the measured dF/dx — /3 correlation for all charged particles.
As described in Eq. 3.3.2, the Bethe-Bloch formula predicts that, for particles with
the same charge, the energy loss dE//dz follows a curve:

de ~ B2

(3.4.4)

Since 7t, p, and K all have electric charge +1, they are distributed along a com-
mon curve. To quantify this correlation, slice fitting was performed on the distribu-
tion, and the extracted mean values were fitted with a function of the form a/3?,
where « is a free parameter. This procedure allowed for the determination of a

representative dF /dx — [ correlation function.

10

dE/dx (MeV/cm)

B

Figure 3.28: Measured correlation between energy loss (dF/dx) and § for all
charged particles. Since 7%, K, and p all have charge +1, they follow a com-
mon 1//3? trend as predicted by the Bethe-Bloch formula. Slice fitting was applied
to the distribution to extract mean values, and a curve of the form a/3* was fitted
to these points to obtain the dF/dx —  correlation. To simplify the fit, events in
the low-momentum region with large background contributions were removed in
advance.

Based on the obtained dE/dx— [ correlation, the expected dE /dx values for K+
were estimated from its momentum and [Sg+. Figure 3.29 shows the correlation
between particle momentum and scintillator paddle channel. From this figure,
it can be seen that for the G and I walls, there is no clear correlation between
channel number and particle momentum, indicating that all paddles cover a wide
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momentum range. Therefore, for the G and I walls, the average momentum was
calculated for each paddle channel, and the corresponding dF/dx was estimated
using this mean momentum and the previously obtained [y+.

In contrast, a clear correlation between momentum and paddle channel was
observed for the H wall. Hence, for the H wall, the most probable momentum
value was taken for each channel, and the corresponding dF/dx was estimated in
the same manner using the previously determined [y
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Figure 3.29: Correlation between momentum and TOF paddle numbers. For the
G and I walls, no clear correlation is observed, and most channels cover a broad
range of momenta. In contrast, the H wall exhibits a distinct correlation between
paddle number and momentum.
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The estimated dF/dx values for each channel are plotted in Figure 3.30. For
the G and I walls, where no significant correlation between channel number and
momentum exists, a standard second-order polynomial was used as the fitting func-
tion. For the H wall, where such a correlation is present, the function

2
dE 1 P+ m?
— X — = -~ - ,
dx — (3 p

f=c- (Vp2+m§<+>2
p

(3.4.5)

-+ const.

was adopted to reflect the momentum dependence of energy loss. From this anal-
ysis, the mean energy loss dF /dx -+ was determined.
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Figure 3.30: Correlation between dF/dx and paddle channel number for each
TOF wall. Estimated dF/dz values were plotted using the dF/dx — [ correlation
function, the Sy + value for each channel, and the average momentum (or the most
probable value in the case of the H wall). The error bars reflect the uncertainty
derived from the fit of the dE//dx — [ correlation. A second-order polynomial was
fitted to the G and I wall data, while a mass-momentum relation function was fitted

to the H wall data. The fitted curves are shown in blue.

The widths wg and wyg/q, associated with the previously determined mean val-
ues were then evaluated. Figure 3.31 presents the correlations among each param-
eter used in the cut conditions, where /5 has been converted to the time-of-flight
per meter (dt). In all panels, the zero point on the vertical axis corresponds to the

mean value of K.
Because the mass difference between 7+ and K+ is smaller than that between
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Figure 3.31: Width for each cut condition element. The correlation between  and
momentum (top left) and the energy loss distributions in each scintillation wall
are shown. In all figures, the zero point on the vertical axis (y = 0) corresponds
to the mean value of K* events, as determined in Figures 3.27 and 3.30. After
all PID analyses were completed, candidate events for 4 H—identified as described
in Section 3.5—were used to validate the adequacy of the cut conditions. These
events are overlaid as circles in each plot.

p and K, narrower widths were applied on the 7" side for both TOF and dE/dx.
For 5 (or dt), where the resolution is relatively good, the width was chosen to
effectively suppress contamination from 7 and proton distributions. In contrast,
for dF/dx, where the resolution is limited, a wider range was selected to avoid
excessive signal loss.

Circles overlaid in the plots show the distribution of 4 H candidate events, which
were used after the main PID analysis to validate the adequacy of the cut conditions.
These events were selected using a threshold cut where three of the four variables
were fixed to their respective K widths, and only the parameter under inspection
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was varied. Here, the “four variables” refer to the four terms included in the K+
selection criteria defined in Egs. 3.4.2 and 3.4.3: the TOF-based velocity 5 and
the energy losses dE/dx measured in the G, I, and H scintillator paddles. The
events were further required to have momenta measured by SpekA around 132.70+
0.05 MeV/c, and to be in proper coincidence timing between SpekA and KAOS. The
resulting distribution confirms that the adopted cut conditions effectively identify
K™ events.

After determining the appropriate widths, a final selection of K events was
made using the logical AND of the likelihood cut and the threshold cut. Figure 3.32
shows the dF/dx distributions for the identified K, 7, and p candidate events.
For better visibility, the 7 events are scaled by a factor of 1/100, and the proton
events by a factor of 1/50. Despite the overlap in the energy loss distributions
caused by limited resolution, a clustering structure is visible around the expected
dE /dx value for K, due to the additional constraint from the -based cuts.
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Figure 3.32: Final dF/dz distributions for identified K, 7+, and p events after ap-
plying both likelihood and threshold cuts. The 7 and proton events are scaled by
factors of 1/100 and 1/50, respectively, to improve visibility. A clustering structure
is observed near the expected dF /dx value for K, indicating successful separation
despite overlapping distributions due to limited energy resolution.
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3.5 Coincidence time and momentum distribution

After the preceding analyses, the data from SpekA and KAOS were merged based
on matching event IDs, and events with the correct particle combinations were
selected by identifying the peak position in the trigger coincidence time distribution
between the two spectrometers.

3.5.1 Evaluation of particle identification purity

By applying the particle identification (PID) procedure for KAOS described in the
previous section, it was confirmed that the coincidence time distribution between
SpekA and KAOS, shown in Figure 2.30, exhibits distinct peak positions correspond-
ing to the mass differences of each particle species, as illustrated in Figure 3.33.
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Figure 3.33: Coincidence time distribution between SpekA and KAOS for different
particles. Blue shaded areas represent 7+ events, red represent protons (p), and
green represent K events. Additional peaks corresponding to 1~ and e~ emitted
from 7~ decays are also observed in SpekA. The (SpekA, KAOS) = (7, KT) coin-
cidence peak is partially contaminated by = events.

In the figure, events identified as 7+ by KAOS are shown as blue shaded areas,
protons (p) as red shaded areas, and K+ as green shaded areas. On the SpekA side,
additional peaks corresponding to 1~ and e~ emitted from 7=~ decay are observed.
Events identified as K include residual 7™ contamination, which could not be
completely removed due to the limited time resolution, as evidenced by a peak
structure to the left of the (SpekA, KAOS) = (7, K ) coincidence peak, coinciding
with the timing of the (7, 7") coincidence peak.
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The purity of particle identification was evaluated for the (7—, K ) coincidence
peak. Figure 3.34 shows the coincidence time distribution between SpekA and
KAOS for events identified as K. To account for contamination from (7~ 7™")
and (pu~, n") coincidence events near 0 ns, the distribution was modeled by fitting
a function (black line) composed of Gaussian components (green and blue lines)
representing the (7—, K) and (7, 7T) coincidences, exponential components (red
dashed lines) representing (., 7") coincidences, and a linear background compo-
nent accounting for accidental coincidences.
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Figure 3.34: Coincidence time distribution between SpekA and KAOS for K+
events. The fitting includes Gaussian components for (7—, K*) and (7—,7") co-
incidences, an exponential component for (., 7) coincidences, and a linear com-
ponent for accidental background.

Selecting the region within +0.98 ns (shaded area in the figure) as the (7=, K1)
coincidence window, the fraction of each contribution was evaluated based on the
fitted areas. The resulting composition was as follows: (7=, K*): 39.4%, (7, 7"):
18.7%, (u=,7"): 2.9%, and accidental background: 38.9%. Based on this estima-
tion, the number of events identified as K in this study was 618 events.

3.5.2 Final momentum distribution

Figure 3.35 shows the coincidence time distributions between SpekA and KAOS
(left column) and the corresponding momentum distributions measured by SpekA
(right column) for each particle species: K* (a), =+ (b), and p (c). For each
particle, the filled black regions in the coincidence time spectra indicate the main
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peaks selected for analysis, and the corresponding momentum distributions are
shown in the right column. Additionally, accidental backgrounds, selected from
the sideband regions (shaded areas), are plotted as black dots. The accidental
distributions are scaled to match the width of the coincidence time window used
for the main peak selection.

As shown in the figure, the momentum distributions for 71 and p events are rel-
atively flat and do not exhibit distinct peak structures. In contrast, the momentum
distribution for K* events shows clear peaks around 114 MeV/c and 133 MeV/c.

To validate that the observed peak structures are not due to artifacts introduced
by the binning process, a p-value scan was conducted, as shown in Figure 3.36.

In this evaluation, the background within the range of 115 — 130 MeV/c was
modeled by a linear function. The statistical significance at each point was defined
as S/v/S+ N, where S is the number of signal events and N is the number of
background events within a 100 keV/c bin. The p-value was evaluated by scanning
the momentum range in 40 keV/c steps.

As a result, the peak near 114 MeV/c was found to exceed 30, and the peak near
133 MeV/c exceeded 50, confirming that these structures are statistically significant
and not artifacts of binning.

By comparing the observed peaks with the decay 7~ momenta of hyperfragment
candidates listed in Table 2.2, the peak near 133 MeV/c is uniquely identified as
originating from the decay of {H, while the peak near 114 MeV/c is identified as
that of 3 H.
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Figure 3.35: Coincidence time distributions (left column) and corresponding mo-
mentum distributions measured by SpekA (right column) for each particle species:
(a) Kt events, (b) 7' events, and (c) p events. The black filled regions indicate
the main coincidence peaks selected for analysis. The accidental backgrounds, se-
lected from the sidebands (shaded areas), are shown as black dots and scaled to
match the main peak window. A clear peak structure is observed for the K+ events.
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Figure 3.36: Result of the p-value scan evaluating the statistical significance of the
peak structures in the momentum distribution. This scan was performed to validate
that the observed structures are not artifacts introduced by the binning procedure.
The background in the range of 115 — 130 MeV/c was modeled using a linear func-
tion, and the significance was calculated as S/v/S + N, where S and N denote the
number of signal and background events, respectively, within a 100 keV/c bin. The
scan was conducted in steps of 40 keV/c across the momentum range.
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3.6 Decay pion momentum fitting

This section describes the fitting procedure to determine the center of the momen-
tum distribution obtained. First, the effective shape of the response function is
determined (section 3.6.1). Because the momentum distribution of the decay =~
has limited statistics, this study was carried out using simulations and elastic elec-
tron scattering data. Second, fitting to the observed peak structure is performed
to determine the final momentum of the decay =~ (section 3.6.2).

3.6.1 Estimation of the shape of the response function

Before fitting functions to the momentum distribution of decay 7~ from hypernu-
clei, it is necessary to constrain the parameters of the response function, such as
its width, to reasonable values. This constraint is required because the available
statistics for decay 7~ events are insufficient to determine the function shape solely
from the experimental data.

As explained in Section 3.3.2, the path length of decay 7~ in the “Li target
used in this experiment is extremely short. Therefore, the energy loss distribution
is expected to follow a Landau distribution. Accordingly, the same Landau-Gauss
convolution function used for fitting the electron elastic scattering data can be
applied to the momentum distribution of the decay =~.

The Landau-Gausssian fitting function involves four parameters: the most prob-
able value (MPV’, Eq. 3.3.9), the Landau width o, the Gaussian width o4, and a
scaling factor corresponding to the overall yield. Among these, o; and o must be
determined based on reasonable physical assumptions, reflecting the spectrometer
resolution, energy loss in the target, and other factors.

The following seven components are considered as contributions to the widths

or and og:
Fy Energy loss in the absorbers
F, Multiple scattering effects
F3 Detector resolution
F, Angular resolution at the target position
Fs Ambiguity in the momentum reconstruction matrix
Fs Uncertainty in momentum due to the vertical beam size

F; Effect of the beam energy spread
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Among these, the first five components (F; — F}) follow the approach adopted in a
previous study [Nagl15]. In the present work, Fs and F% are additionally included
to account for experimental conditions specific to this measurement.

Each contribution is evaluated in detail below. First, Monte Carlo simulations
and elastic scattering data are used to examine whether these factors can account
for the observed width of the electron elastic scattering peak. The results are then
applied to the case of decay 7~ from hypernuclei with a "Li target, where only F}
through Fy are considered to determine the final shape of the response function.

Fi: Energy loss in the absorbers

The energy loss distribution within the absorbers is expected to follow a Landau
distribution, contributing primarily to the Landau width o, in the final momen-
tum distribution. In the energy loss correction for the momentum analysis, the
path length through the target was calculated using only the measured angular
parameters (0;, ¢;), as described in Section 3.3.2. However, for a more realistic
evaluation, the energy loss distribution was simulated using the GEANT4 Monte
Carlo simulation [All+16].

The simulation procedure is straightforward and illustrated in Figure 3.37. As
shown, a '®'Ta target is placed at (z,y, 2) = (0,0, 0). The target thickness along the
z direction was set to 7.39 um (12.3 mg/cm?), matching the experimental condition.
Note that the thickness is exaggerated in the figure for clarity and is not drawn
to scale. The z-axis corresponds to the beam direction, and the spectrometer is
positioned at an angle of 54° relative to the beam axis.

54°
Ta target

e beam

(a) Step 1 (b) Step 3

Figure 3.37: Schematic view of the simulation setup used to evaluate the energy
loss distribution in the target. The !8!Ta target is placed at (0,0,0), and the spec-
trometer is positioned at 54° relative to the beam axis.
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The simulation consists of three steps:

Step 1:

Step 2:

Step 3:

Electrons are generated at random positions within the target and propa-
gated in the —z direction (opposite to the beam) with an initial energy E; =
180 MeV (Figure 3.37 (a)). The initial position distribution follows a Gaus-
sian profile with ¢ = 0.3 mm in the x and y directions, consistent with the
beam profile measured in the experiment, and is uniform in the > direction
across the target thickness. The energy loss F,s within the target is recorded,
and the residual energy F; = E; — Ejo is calculated for each event.

Using FEi, the scattered electron energy F, is calculated event-by-event ac-
cording to the elastic scattering formula (Eq. 2.3.7), assuming scattering at
angles uniformly distributed within the spectrometer acceptance around 54°.
The values of F, and the initial vertex positions are saved into a seed file for
further simulation.

Additional energy loss after scattering is simulated. As shown in Figure 3.37
(b), two Kapton foils [DuP] and a vacuum gap (10 cm) are placed between
the target and the spectrometer entrance. The vacuum chamber and the
spectrometer entrance window are covered with Kapton foils of thickness
127 um each. The electrons, using the initial parameters from the seed file,
are propagated through these materials, and the cumulative energy loss is
recorded.

The simulation results are shown in Figure 3.38. The same procedure was also

applied to a '?C target with a material thickness of 125 ym (1.763 g/cm?).

The resulting energy loss distributions were fitted with a Landau-Gauss convo-

lution function. The extracted width parameters for each target were:

81Ta: g, = (5.82 4 0.01) keV/c, o = (6.34 £ 0.01) keV/c,

12C: gy, = (9.31 4+ 0.01) keV/c, o = (12.79 & 0.01) keV/c.

The uncertainties represent the statistical errors from the fitting procedure. Due

to the large number of simulated events, the resulting uncertainties are small. The

most probable values obtained from the fits were consistent with the expectations

calculated using the Landau correction formula (Eq. 3.3.13).
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Figure 3.38: Simulated energy loss distributions for electrons traversing '8! Ta (left)
and '2C (right) targets, including energy loss within the target, Kapton foils, and
vacuum gaps.

F,: Multiple Scattering Effects

The measured position and angle of the electron at the detector are broadened due

to multiple scattering in the absorber materials. These absorbers can be broadly
categorized into two regions: (1) the spectrometer entrance, consisting of the air
layer between the target chamber and the spectrometer as well as two Kapton foils
with thickness of 127 um covering their entrances; and (2) the spectrometer exit,
including the 12 ym thick mylar windows and the gas filling of the VDCs.

According to the documentation on the design and performance of SpekA [Blo+98],

the impact of multiple scattering for 495 MeV electrons corresponds to a momen-
tum resolution of Ap/p = 0.5 x 10~* (FWHM). This corresponds to:

Appwiam = 0.5 x 107* x 495 MeV/c = 24.75 keV/c. (3.6.1)

To scale this to p = 180 MeV/c, using the standard dependence o x 1/p = o159 =

0495 * (%3).

04955180 —

24.75 (495

Ta @) ~ 29 keV/c. (3.6.2)

In addition, Ref. [Nagl5] conducted Monte Carlo simulations to evaluate the
effect of multiple scattering for 195 MeV electrons passing through each absorber.
In their approach, distortions were introduced into the elements of the simpli-
fied transfer matrix to assess the resultant momentum broadening. The findings
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showed that, for SpekA, the multiple scattering contribution was oy, = 21 keV/c
at the entrance and o, = 9 keV/c at the exit. These values are scaled to 180 MeV
using the standard dependence o o 1/p:

195 195

o180 = (@) -21keV/c ~ 23keV/e, opa 1% = <@> -9keV/c ~ 10 keV/c.

Combining these in quadrature gives:

oisi 1 = /(23 ke[ + (10 keV/c)? = 25 keV /.

These two independent estimates for 180 MeV electrons —~ 29 keV/c from
Ref. [Blo+98] and ~ 25 keV/c from the simulation-based approach in Ref. [Nag15]
—are in reasonable agreement. Taking their mean value yields o = 27 keV/c. To
account for uncertainties arising from the simplified transfer matrix model, the en-
ergy scaling approximation, and the variation between literature sources, a system-
atic uncertainty of 20 % is assigned. Thus, the contribution from multiple scattering
is taken to be:

o = (27 £5) keV/e.

F3: Detector resolution

The contribution of the detector’s position and angular resolutions has been stud-
ied in a previous work [Nag15]. In that study, the effect was evaluated by using the
GEANT4 Monte Carlo simulation, where momentum reconstruction from the focal
plane measurements was compared between cases with and without the smearing
due to the measured VDC resolutions. The result showed that the contribution
to the momentum resolution is approximately o5 ~ 1 keV/c, which is sufficiently
small to be considered negligible.

F,: Angular resolution at the target position

As explicitly shown in Eq. 2.3.7, the scattering angle directly affects the energy
of the elastically scattered electrons. As discussed in Section 3.3.1, the angular
resolution was o = 1.76 mrad, and the angular accuracy was 1.85 mrad.

Here, the angular resolution refers to the event-by-event fluctuation in the re-
constructed scattering angle, primarily limited by the intrinsic resolution of the
detector system and multiple scattering. In contrast, the angular accuracy denotes
the systematic deviation of the reconstructed angle from the true value, which may
arise from misalignments or imperfections in the tracking calibration.
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The resulting uncertainty in momentum was found to be less than 1 keV/c¢ for
181Ta targets and less than 4 keV/c for 12C targets.

F5: Ambiguity in the momentum reconstruction matrix

The momentum reconstructed from the detected position and angle by the VDC
is broadened due to uncertainties in the transfer matrix. In particular, distortions
are observed in the edge regions of the spectrometer acceptance. To evaluate the
impact of this ambiguity, a comparison was made between the momentum distri-
butions of elastically scattered electrons selected over the full acceptance and those
restricted to events passing through the central hole of the sieve collimator, where
the ambiguity is minimized. Figure 3.39 shows this comparison for 180 MeV elec-
trons scattered from a '®'Ta target. The elastic peaks obtained from the full accep-
tance (left) and the central hole (right) were each fitted with a Landau-Gaussian
function. The broadening effect was quantified by the difference in the Landau
widths, o4 — ok, and by the square root of the difference in the squares of the
Gaussian widths, \/ (05)? — (6&0)*
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Figure 3.39: Comparison of the momentum distributions of elastically scattered
electrons from a '®1Ta target at 180 MeV. Left: events selected over the full spec-
trometer acceptance. Right: events restricted to those passing through the cen-
tral hole of the sieve collimator. Each distribution is fitted with a Landau-Gauss
function to evaluate the broadening effect caused by the ambiguity in the transfer
matrix.
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Fs: Uncertainty in momentum due to the vertical beam spot and size

Since the bending magnet in SpekA analyzes momentum by deflecting particles in
the vertical direction, the y-position of the vertex (along the direction of gravity)
directly affects the momentum reconstruction. The vertex positions in x and y cor-
respond to the beam position. The beam position was adjusted with sub-millimeter
precision using the beam image projected onto a ruled Al,O3 screen (Figure 3.40,
left).

In practice, the beam has a finite spatial extent, and this beam size must also be
taken into account. The beam size was measured by scanning a 15 ym-diameter
aluminum wire oriented along the y-direction across the beam in the horizontal
(z) direction, while recording the single rates of each spectrometer. The measured
rate distribution was fitted with a Gaussian function plus a constant offset:

(x —p1)?
x) =pyexp | —————=— | + ps,
o) =mexp (220 )
where py is the peak amplitude, p; is the beam center, p, corresponds to the beam
width o,, and p;3 represents the constant background level. These measurements
were routinely performed for each setup (central magnetic field of the dipole and
beam energy conditions).

%2/ ndf 0.1754/16
p0 2.51510.06458
pl —0.1788 +0.007248
p2 0.3086+0.01019
p3 0.2029 +0.04708

SpekC rate (kHz)
T

LI B B I B

wire position (relative) (mm)

Figure 3.40: Evaluation of the beam position and size. Left: Beam spot on the
marked Al,O3 screen used for beam position tuning. Right: Beam profile obtained
by scanning an aluminum wire across the beam. The rate distribution was fitted

with a Gaussian function plus a constant offset: f(z) = pgexp (—%) + p3,
2

where p, represents the beam size o,. The wire position in the right figure does
not represent the absolute position.

The measured beam size in the x direction was approximately ¢, ~ 0.3 mm
and remained nearly constant. Although the y-direction beam spread o, was not
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measured, the beam spot on the screen (Figure3.40, left) appears nearly circular,
suggesting o, ~ 0.3 mm as well.

To evaluate the effect of the vertex y-position (i.e., beam position) on the mo-
mentum reconstruction, measurements were performed by intentionally shifting
the beam vertically and observing the corresponding shift in the elastic scattering
peak. The results are summarized in Figure 3.41.
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Figure 3.41: Momentum shift of the elastic scattering peak as a function of the
vertical beam position.

This measurement was conducted using incident electrons with an energy of
195 MeV. The results indicate that a vertical shift of y = +2 mm leads to a mo-
mentum shift of approximately +30 keV/c. Accordingly, for a beam spread of
o, ~ 0.3 mm, the resulting contribution to the momentum uncertainty is estimated
to be o ~ 4 keV/c, assuming a beam energy of 180 MeV.

F;: Beam energy spread

When evaluating the momentum peak width of electron elastic scattering, the
intrinsic energy spread of the beam must be taken into account, as it directly
contributes to the elastic scattering momentum. According to Ref. [Jan06], the
180 MeV electron beam is accelerated through RTM1 and RTM2, and the associ-
ated energy spread at this stage is reported to be o = 2.8 keV.
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Summary of the response function for electron elastic scattering data

Table 3.5 summarizes the contributions from the evaluated factors F; through Fr.
The table presents the expected resolution, where the Landau components are
added linearly and the Gaussian components are combined in quadrature. For
comparison, the experimental values obtained from actual data are also shown.

This comparison indicates that, for the Landau component, the combined effect
of the estimated factors successfully reproduces the energy width observed in the
experimental data. For the Gaussian component, the expected resolution is over-
estimated by a factor of 1.3 — 1.5, which is likely due to an overestimation of the
multiple scattering contribution. Nevertheless, it is shown that the measured peak
width can be explained by the sum of these contributing factors.

Table 3.5: Contributions of each effect to the momentum width.

181Ta 12C

Component

or, (keV/e) oq (keV/e) | o (keV/c) oq (keV/c)
F (Energy loss) 6 6 9 13
F> (Multiple scattering) - 27+5 - 27+5
F5 (Detector resolution) - <1 - <1
F, (Angular resolution) - <1 - <4
F5 (Matrix ambiguity) 6+ 2 13+3 5+1 18+4
Fy (Beam size) - 4 - 4
F; (Beam energy spread) - 2.8 - 2.8
Expected resolution 12+ 2 31+5 1442 35+4
Experimental data 12+1 2342 15+1 2342
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Response function for the decay pion momentum distribution

The elements of the response function evaluated for the electron elastic scattering
momentum peak in the previous sections are applied to the momentum distribution
of the decay 7~ from hypernuclei. For F; (Energy loss in the absorbers), a dedicated
simulation was performed using the same setup as the physics experiment with a
Li target and 7~ particles. The results are shown in Figure 3.42.
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Figure 3.42: Simulation of energy loss effects for decay 7~ in a "Li target. The left
panel corresponds to 114 MeV/c (for 3H decay) and the right panel to 133 MeV/c
(for 1H decay).

Simulations were conducted for momentum values corresponding to 3H decay
(114 MeV/c) and 3 H decay (133 MeV/c). In both cases, the peak position, defined
using the Landau M PV’ and  as described in Eq. 3.3.12, was located at approx-
imately 20 keV. The extracted peak widths were o, = (1.52 + 0.02) keV, o¢ =
(16.2 £ 0.1) keV for 114 MeV/¢, and o7, = (1.54 +0.03) keV, 05 = (16.1 £ 0.1) keV
for 133 MeV/c.

For F, (Multiple scattering effects), the contributions were scaled to match the
corresponding momentum values of the 7~ particles. In this experimental setup,
the target chamber and spectrometer were connected by a vacuum pipe, and there-
fore, only the effects of multiple scattering at the spectrometer exit were considered.
The uncertainty of this evaluation was also estimated to be 20%.

F3 (Detector resolution) was found to have negligible impact, similar to the
electron scattering case. F, (Angular resolution at the target position) was not
considered, since the momentum of the decay 7~ does not depend on the scattering
angle. Fy (Matrix ambiguity) and Fg (Beam size in y direction) were also scaled
to the momentum values corresponding to the 7~ case. F, (Beam energy spread)
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was not considered for the decay 7~ case, as it’s momentum is independent of the
initial beam energy.

The summary of the contributions to the momentum resolution for decay =~ is
provided in Table 3.6.

Table 3.6: Contributions of each effect to the momentum width.

p,— = 114 MeV/c p.— = 133 MeV/c

Component

or, (keV/c) oq (keV/e) | o (keV/c) og (keV/c)
Fi (Energy loss) 2 16 2 16
F> (Multiple scattering) - 21 +4 - 18+3
5 (Detector resolution) - <1 - <1
F, (Angular resolution) — 0 - 0
F5 (Matrix ambiguity) 3+£2 10+3 3+1 13+£3
Fs (Beam size) — 4 - 4
Expected resolution 5+24+2 29+£3+10| 5£1+2 28+£3+10

Since the estimated peak shape serves only as an approximation, an uncertainty
of 30% is assigned to each contributing component. The final response function
shapes estimated for the decay =~ peaks are shown in Figure 3.43.

In the figure, the most probable value (M PV’) of the Landau distribution was
set to zero for plotting. The peak position shifts toward higher momentum relative
to the M PV’ depending on the Gaussian width o, as defined in Eq. 3.3.12. This
shift directly impacts the momentum calibration. The difference in peak positions
between the elastic scattering and decay 7~ distributions, arising from differences
in peak widths, was estimated to contribute a systematic uncertainty of 2 — 6 keV/c.
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Figure 3.43: Estimated response functions for the decay 7~ momentum distribu-
tions. The top panel shows the case for 3H (114 MeV/c) and the bottom panel
for 1H (133 MeV/c). The shaded regions represent the response functions for the
decay 7, and the blue and red lines correspond to the elastic scattering data from
181Ta and 2C targets, respectively.
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3.6.2 Momentum fitting

Finally, the decay 7~ momentum spectra were fitted using a Landau-Gaussian func-
tion. The free parameters in the fit were the most probable value of the Landau
distribution (M PV"), and the widths of the Landau and Gaussian components, o,
and og, respectively. Based on the response function estimated in the previous
section, the parameter ranges were constrained as follows: for 7~ from 3H decay
(approximately 114 MeV/c), o, = 1—9keV/cand og = 16 —42 keV/c; for {1 H decay
(approximately 133 MeV/c), o, = 5 — 18 keV/c and o5 = 15 — 41 keV/c. Within
these constraints, M PV’ was treated as a free parameter and determined through
fitting. To ensure consistency with the momentum calibration analysis, the peak
position was defined according to Eq. 3.3.12, and was calculated using the fitted
values of M PV’ and og.

Because of the limited number of events, the unbinned maximum likelihood
method was employed, avoiding histogram binning to preserve the statistical infor-
mation of each individual event. The data were assumed to follow Poisson statistics,
and parameter estimation was performed by minimizing the negative logarithm of
the likelihood (NLL), rather than maximizing the likelihood function L directly.
This approach improves numerical stability and is formulated as:

~InL(p) = - InF(m;;p). (3.6.3)

For the Landau-Gaussian distribution, the probability density function F'(m; p,-, 0, 0¢)
is expressed in terms of the observable momentum m, and the approximation pa-
rameters are given by p'= (p,-, 0, 0¢). The parameter estimation was performed
by minimizing the negative log-likelihood (VLL) of the likelihood function for
each event.

Minimization was performed using the MIGRAD algorithm provided by the MI-

NUIT package [JR75]. The uncertainty of each parameter was determined from
the point where the N LL increases by 0.5 above its minimum value.
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Peak fitting with peak shape limitation

First, an unbinned fit was performed under the condition that the peak widths, o,
and o, were constrained. In this fit, the background distribution was modeled
using a first-order polynomial.

Figure 3.44 presents the result of the unbinned maximum likelihood fit for
the decay 7~ momentum from 3H (approximately 114 MeV/c), and Figure 3.45
shows the result for 4H (approximately 133 MeV/c). In these figures, the momen-
tum distributions are superimposed with Poisson error bars using bin widths of
0.060 MeV/c for 3H and 0.040 MeV/c for 4 H. Note that the fitting was performed
without binning the data.

Figure 3.46 shows the distributions of the negative log-likelihood (/NVLL) val-
ues obtained by scanning each parameter—Landau MPV, Landau width o, and
Gaussian width oo—within their allowed ranges. For each plot, one of the three
parameters was fixed at the value that minimized the N LL, while the remaining
two were scanned. The resulting N LL values were plotted as a 2D surface with
respect to the two scanned parameters, setting the global minimum to zero.

From these results, the most probable values of the decay 7~ momentum were
obtained as p,- (1H) = 132.718 & 0.007 MeV/c¢ for 1H and p,- (3H) = 113.661 +
0.020 MeV/c for 3H.

Regarding the width parameters, the following values were obtained: for 3H
decay, o, = 0.007 & 0.003 MeV/c and o = 0.027 + 0.007 MeV/c; for 3H decay,
or, = 0.009 £+ 0.007 MeV/c and o = 0.042 £+ 0.006 MeV/c.

However, as shown in Figure 3.46, the fit for 3H decay exhibits a tendency for
the width parameters o;, and o to converge to the upper limits of their allowed
ranges. To investigate whether this constraint affects the determination of the peak
position, an alternative fit was performed without applying parameter limits.
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Figure 3.44: Result of the unbinned maximum likelihood fit to the decay =~ mo-
mentum distribution from 3H. The fit employs a Landau-Gaussian convolution
function, with the Landau width o; and Gaussian width o4 limited based on the
estimated detector response. The most probable value of the Landau component
(M PV'") was treated as the sole free parameter.
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Figure 3.45: Result of the unbinned maximum likelihood fit to the decay =~ mo-
mentum distribution from 4 H. The same Landau-Gaussian function was used, with
the widths o, and o constrained as in the 3H case. The only floating parameter
was the most probable value (M PV"’) of the Landau distribution.
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Figure 3.46: Two-dimensional scans of the negative log-likelihood (/N LL) surface
for the Landau MPV, Landau width o, and Gaussian width o4 in the unbinned fit.
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scanned within their allowed ranges. The minimum N L L is normalized to zero.
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Peak fitting without peak shape limitation

Next, unbinned maximum likelihood fits were performed without imposing con-
straints on the peak widths. Specifically, the Landau width o, and Gaussian width
o were allowed to vary freely within sufficiently broad limits. As before, the back-
ground distribution was modeled using a first-order polynomial.

Figure 3.47 shows the result for the decay 7~ momentum distribution from 3H
(approximately 114 MeV/c), and Figure 3.48 presents the corresponding result for
1H (approximately 133 MeV/c). Poisson error bars are overlaid for visualization,
using bin widths of 0.060 MeV/c for 3H and 0.040 MeV/c¢ for 3 H, while the fitting
was performed on unbinned data.

The N LL distributions obtained by scanning the Landau MPV, Landau width o,
and Gaussian width o are shown in Figure 3.49. Each plot was generated by fixing
one of the three parameters to the value that minimizes N LL, and scanning the
remaining two within their allowed ranges. The minimum N LI was normalized
to zero.

From these results, the most probable momentum values were obtained as
pr—(1H) = 132.718 +0.007 MeV/c for 4H and p,- (3H) = 113.651 +0.026 MeV/c for
2H.

The corresponding width parameters were obtained as follows: for 4H decay,
or = 0.007 £ 0.006 MeV/c and o = 0.027 4 0.012 MeV/c; for 3H decay, o, =
0.001 £ 0.018 MeV/c and o5 = 0.068 + 0.019 MeV/c.

In the fit to the 3H decay momentum distribution, the Landau width converged
to the lower limit, while the Gaussian width increased. Nevertheless, the combined
width is consistent with that obtained from the previous fit with constraints. Fur-
thermore, the most probable value (MPV) remained consistent within uncertainties
regardless of whether the parameter constraints were applied. It is therefore con-
cluded that the parameter constraints do not affect the final determination of the
A binding energy.
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Figure 3.47: Unbinned maximum likelihood fit to the decay 7~ momentum dis-
tribution from 3H, performed without constraints on the Landau-Gaussian shape
parameters. The Landau width ¢; and Gaussian width o, were treated as free
parameters within wide bounds. Poisson error bars are shown using 0.060 MeV/ ¢
bins.
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Figure 3.48: Unbinned maximum likelihood fit to the decay 7~ momentum dis-
tribution from }H, using a Landau-Gaussian function with unconstrained shape
parameters. Both o, and o, were floated independently during the fit. Poissonian
error bars are overlaid using 0.040 MeV/c¢ bins.
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Figure 3.49: Two-dimensional scans of the negative log-likelihood (VL L) surface
in the unbinned fit without peak shape constraints. In each panel, one parameter
is fixed at its optimal value, and the other two are scanned within their allowed
ranges. The minimum N L is normalized to zero.
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Summary of peak fitting

The parameter constraints applied during the peak fitting, along with the resulting
fitted values, are summarized in Table 3.7. The table also lists the total negative
logarithm of the likelihood (N LL) for each fit.

Table 3.7: Summary of the parameter constraints and fit results. All values are
given in units of MeV/c.

Limitations Results
or oaG or, loge! Do NLL
g 0.001 — 0.009 0.016 — 0.042 | 0.009(7) 0.042(6) 113.661(20) 537.77
A10.001 — 0.100  0.001 — 0.200 0.001(18) 0.068(19) 113.651(26) 462.22
" 0.005 — 0.018 0.015—0.041 | 0.007(3) 0.027(76) 132.718(7) 3285.05

0.001 — 0.100 0.001 — 0.200 | 0.007(7) 0.027(12) 132.718(9) 3533.71

As discussed above, the peak position of the decay 7~ momentum remained
unchanged regardless of whether constraints on the peak widths were imposed.
The two results are consistent within their respective uncertainties. Therefore, the
final values of the decay 7~ momenta were determined as follows:

* p.(4H) = 132.718 + 0.007 MeV/c

* pr(3H) = 113.661 + 0.020 MeV/c

The statistical significance of these peaks was evaluated using a method that
employed a likelihood ratio approach based on the definition in Ref. [Cou+08].
The signal significance S, was computed using

SL = \/—2 ln(LBG/LS+BG)a (364)

where Lpg and Ls, g denote the likelihoods under the background-only and sig-
nal+background hypotheses, respectively. This approach provides a rigorous hy-
pothesis test grounded in the actual fit model, including the signal and background
shapes and parameters, and is thus considered more reliable. The resulting signif-
icances were:

« S (4H) =8.36

« S.(3H) =4.21
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These results demonstrate that the observed spectra exhibit statistically signif-
icant peaks. The significance evaluation using simple formula S/v/S + B is dis-
cussed in Appendix B.

However, the obtained decay 7~ momentum for 4 H is approximately 0.2 MeV/c
lower than the value reported in a previous study, p,- (1H) = 132.867+0.013 (stat.)+
0.098 (syst.) MeV/c [Sch+16]. It should be noted that the momentum calibration
in this study was based on elastic scattering at Fj, = 420 MeV, which introduces
non-negligible systematic uncertainty due to extrapolation in beam energy. The ob-
served discrepancy lies within the quoted systematic uncertainty and is therefore
considered consistent with the previous measurement. A more detailed discussion

of systematic uncertainties is provided in the following section.
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3.6.3 Calibrate using decay pion momentum from }H decay

In the calibration method using the electron elastic scattering peak at a beam en-
ergy of Fj, = 420 MeV, the uncertainty arising from extrapolation in beam energy
is non-negligible. Therefore, the most precise and currently effective method is to
use the previously reported high-precision value of the decay 7~ momentum peak
from 4 H at this moment.

An unbinned fit using a Landau-Gaussian convolution function was performed
for the spectrum before applying momentum calibration, as shown in Figure 3.50.

30 ; ; ; — p, = 132.631 £ 0.008 MeV/c
: : : | 6,=0.007 £0.003 MeVi/e
06 =0.027 % 0.007 MeV/c

..................................
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Figure 3.50: Unbinned fit to the momentum spectrum of the 4H decay 7~ before
applying momentum calibration. The data were fitted with a Landau-Gaussian
convolution function, with constraints imposed on the Landau and Gaussian widths
as described in Section 3.6.2.

The fit was carried out with constraints on the Landau and Gaussian widths,
in the same manner as described in Section 3.6.2. As a result, the obtained peak
position was p,- = 132.631 &+ 0.008 MeV/c. This value was then compared with
the reference momentum previously remeasured at MAMI in 2014, which was
pr— = 132.867 + 0.013 (stat.) £ 0.107 (syst.) MeV/c [Sch+16]. This value repre-
sents the weighted average of the results from unbinned fits of multiple measure-
ments performed in 2012 and 2014 using different thickness targets and spectrom-
eters, as presented in that paper. It corresponds to a binding energy of B, (31H) =
2.157 £ 0.005 (stat.) £ 0.077 (syst.) MeV. Using this value as the reference, the
calibration factor for the 4H decay 7~ momentum was calculated as follows:
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Ap = Pref. — pm = 132.867 — 132.631 = 0.236

Ap 0.236 (3.6.5)
L AH) =14+ "= =1 = 1.00178(12
cahb(A ) + P + 132.631 00 78( )

The calculation of the uncertainty took into account the statistical errors associated
with each value.

The obtained calibration factor F” was applied, and unbinned fits using a Landau-
Gaussian function were performed for each spectrum in the same manner. As in
Section 3.6.2, constraints were imposed on the widths of both the Landau and
Gaussian components during the fitting. The result is shown in Figure 3.51.

Based on the obtained peak position, the decay 7~ momentum from 3H is as

follows.

* pr(3H) = 113.789 + 0.020 MeV/¢

b SL =4.33

r : : ; P = 113.789 4 0.020 MeV/c
- : 5 : o, = 0.009 + 0.002 MeV/c

2= P A I CTTT 0 =0.042 +0.003 MeV/e
s e / \ -------- e

Events / (0.060 (MeV/c))

T e

e
B8 et e

gy e
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Figure 3.51: Spectrum calibrated using the relative momentum value based on the
41H momentum peak, along with the result of the unbinned fit.



146 CHAPTER 3. ANALYSIS

3.7 Evaluation of Systematic Error

Finally, the systematic uncertainties associated with the measured decay 7~ mo-
menta are discussed. Ten sources of systematic uncertainty were considered in
this study:

* Effect of the energy loss within the target

* Stability of the central magnetic field of the spectrometer dipole
* Effect of the beam position on momentum reconstruction

* Effect of the z position on momentum reconstruction

* Uncertainty in the spectrometer installation angle

* Momentum non-linearity

* Peak position shift due to the peak width

* Uncertainty in the beam energy

* Uncertainty due to extrapolation in the beam energy

* Uncertainty in the referenced decay 7~ momentum of 3 H

The last three sources are specific to the calibration method used. In the case of
calibration using elastic scattering data at Fj, = 420 MeV, systematic uncertainties
arise from the beam energy measurement by MAMI and from extrapolation beyond
the measured energy range. For the calibration method using the 7~ peak from
1H decay reported in previous studies, the uncertainty in the referenced value
contributes to the final results.

Each of these sources is discussed in detail below, followed by a summary of
the total systematic uncertainty.

Effect of the energy loss within the target

As described in Section 3.3.2, the energy loss of the decay 7~ and of elastically
scattered electrons for momentum calibration was evaluated on an event-by-event
basis using the Bethe-Bloch equation, with the path length through the target cal-
culated for each event. For the decay 7, the 2 vertex and angles (0;, ¢;) at the
target were reconstructed from the particle’s position and angle measured at the
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spectrometer focal plane, while the beam position (z, y) was provided as an exter-
nal input. These parameters were then used to calculate the path length through
the target.

Although the z vertex resolution was insufficient (o, = 7 — 8 mm, see Sec-
tion3.3.4), the long lithium target (45 mm) covered nearly the full acceptance of
SpekA, making the path length effectively independent of the z vertex. On the
other hand, since the spectrometer is installed at an angle of 95° with respect to
the beam axis, the = position effectively influences the path length of the 7~ within
the target. Considering the spectrometer installation angle of 95°, angular accep-
tance of #; < +70 mrad (dispersive) and ¢, < +100 mrad (non-dispersive), target
width in the z-direction of 0.75 mm, and a target orientation angle of 0°, the possi-
ble path length varies up to 0 — 0.775 mm.

The beam position was regularly monitored using the Al,O5 screen shown in Fig-
ure 3.40 (left), and the automatic stage system controlled both position and angle
to ensure the beam passed through the target center (z,y) = (0,0), as confirmed
in Figure 2.29. Assuming the beam center at (0, 0) and a beam size of o, ~ 0.3 mm
(Figure 3.40), the resulting uncertainties in energy loss were estimated to be 14 keV
for p,- = 133 MeV/c (31H) and 16 keV for p,- = 114 MeV/c (3H). Potential non-
uniformity in target thickness was considered negligible compared to the beam
position effect.

For the calibration using elastically scattered electrons, the uncertainty in en-
ergy loss was 4 keV for the '¥1Ta target, as detailed in Section 3.3.2. This was due
to the small target thickness compared to the z vertex resolution, which allowed
the z vertex to be fixed at the center of the target in the path length calculation.

In summary, the systematic uncertainties due to energy loss in the target were
estimated to be 15 keV for 1H and 17 keV for 3H.

Stability of the central magnetic field of the spectrometer dipole

In this study, the central magnetic field of the spectrometer dipole was continu-
ously monitored using an NMR probe. As evaluated in Section 3.2.1, the field
stability was o1 ~ 1.18 keV/c during the first half of the beamtime (September
16-24, 2022) and 05,9 ~ 0.80 keV/c during the second half (October 1-17, 2022).
Normalizing by the number of days in each period, the combined uncertainty from
magnetic field stability is estimated as:

9 17
o= \/% cot, + % o34~ 1keV/e (3.7.1)
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In addition, during the first half of the beamtime, a discrepancy of approxi-
mately 4 keV/c was observed between the two dipole magnets, D1 and D2, of
SpekA. This discrepancy was scaled according to the number of days, resulting in
an estimated uncertainty of 4 x 9/26 ~ 1.4 keV/c.

Effect of the beam position on momentum reconstruction

As discussed in Section 3.6.1, due to the vertical bending of the dipole spectrometer,
the beam y position directly affects momentum reconstruction. The beam position
was regularly confirmed on the viewer screen (Figure 3.40, left), and visually re-
mained within y = +0.1 mm. According to Section3.6.1, a y shift of £2 mm leads
to a momentum change of approximately +30 keV/c at E, = 195 MeV. Extrapolat-
ing from this, a y variation of +0.1 mm corresponds to a momentum uncertainty
of approximately 1 keV/c for both 4H and 3H.

Effect of the > position on momentum reconstruction

As shown in Section 3.3.4, the measured momentum depends on the z vertex of
the particle in the target, and a z-dependent momentum correction was applied
during calibration. The correction was performed across the full acceptance, and
as a result, variations of ¢ = 4 keV/c for {H and o = 3 keV/c for 3H are considered
in the analysis.

Uncertainty in the spectrometer installation angle

The momentum of elastically scattered electrons depends on the scattering an-
gle (see Eq. 2.3.7). The spectrometer was installed with an angular accuracy of
0.1° [Nagl5], which affects the momentum measurement by less than 1 keV/c for
the heavy '®1Ta target. Therefore, the uncertainty due to the spectrometer installa-
tion angle is negligible.

Momentum non-linearity

As described in Section 3.3.3, the momentum linearity over the full spectrometer
acceptance was evaluated using the excitation spectrum of a '2C target. By cor-
recting the non-linearity across the full acceptance range, the resulting uncertainty
was reduced to approximately o ~ 2 keV/c.
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Peak position shift due to peak width

In both the momentum calibration using elastic scattering electrons and the anal-
ysis of the decay 7~ from hypernuclei, the momentum peaks were fitted using a
Landau-Gaussian convolution function. As discussed in Section 3.3.2, the extracted
peak position tends to shift toward the Landau tail, depending on the Gaussian
width o4. Since the Landau and Gaussian widths differ between the calibration
data and the hypernuclear decay 7, the peak position exhibits a systematic shift.
As noted in Section 3.6.1, this shift was quantified to be 6 keV/c in both the high-

and low-momentum regions.

Uncertainty in the beam energy

When using the elastic scattering peak for momentum calibration, the beam en-
ergy uncertainty directly affects the determination of the momentum difference via
Eq. 2.3.7. The beam energy measured at MAMI was Fj, = 420.180+0.160 MeV. This
uncertainty, d £, = 0.160 MeV, corresponds to a systematic error of approximately
0.160 x 132.7/419.8 ~ 0.051 MeV/c for 4H and 0.160 x 113.7/419.8 ~ 0.043 MeV/c
for 3 H, after scaling to the measured momenta.

Uncertainty due to extrapolation in the beam energy

The momentum calibration factor derived from the elastic scattering peak at F;, =
420 MeV was directly applied to the momentum of the decay 7~ from hypernuclei.
In the dipole magnet of SpekA, deviation from linear response due to magnetic
saturation was observed only above 1.2 T [Kra95]. Since the maximum magnetic
field setting at Ej, = 420 MeV was 1.004 T (corresponding to a central momentum of
445 MeV/c), the magnet was operating within the linear regime. Nevertheless, due
to the broad range of extrapolation, careful consideration of linearity is required.

Figure 3.52 shows the central momentum calculated from the dipole current
settings and the magnetic field values measured via NMR, using Eq. 2.3.1.

The left panel shows D1 and the right panel shows D2. Red points represent
data recorded during the calibration period from March 22 to May 10, 2024, while
blue points represent data from the hypernuclear experiment from September 16
to October 17, 2022. Linear fits were applied across the full range for both cases.
The top panels show residuals from the linear fits. The RMS spread of the residuals
was 240 keV, which was adopted as the systematic uncertainty due to extrapolation
from the E, = 420 MeV calibration data.
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Figure 3.52: Central momentum calculated from the dipole magnet current set-
tings and magnetic field values measured with NMR, plotted according to Eq.2.3.1.
The left and right panels show data from D1 and D2, respectively. Red points in-
dicate calibration data recorded between March 22 and May 10, 2024, while blue
points correspond to hypernuclear data recorded between September 16 and Octo-
ber 17, 2022. Solid lines represent linear fits. The top panels display the residuals
from the linear fits. The RMS of the residuals was 240keV and was adopted as the
systematic uncertainty due to extrapolation from the E, = 420 MeV calibration.

3.7.1 Summary of the systematic error

All of the above-mentioned components are summarized in Table 3.8. For each
calibration method, the systematic uncertainties from individual sources as well as
the total systematic uncertainty are listed for each hypernucleus. In addition, for
the method using the 41H peak, the total error of 85 keV from the reference value
pr— = 132.867 £ 0.013 (stat.) + 0.107 (syst.) MeV/c reported in [Sch+16], and the
uncertainty of A mass [Gro22] is included.
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Chapter 4

Experimental Results and Discussions

4.1 Lambda binding energy of 3H and {H

The peak position of momenta of decay 7~ obtained from 3H and 4 H in this exper-
iment are summarized in Table 4.1. The table lists the results derived using three
different calibration methods, including their associated statistical and systematic

uncertainties.

Table 4.1: Summary of decay 7~ momenta p,- for 3H and {H obtained using
different calibration methods. Both electron elastic scattering data (F;, = 420 MeV)
and the referenced 1H peak are used. All numbers are described with a unit of
MeV/c.

Statistical ~Systematic

Calibration method Hypernucleus D

error error
, 1H 132.718 0.007 0.246

Elastic scattered electron 3
1H 113.661 0.020 0.245
A AH 132.867*!  0.007 0.110

A H peak 3
1H 113.789 0.020 0.112

*1The value for 4 H obtained using the } H peak calibration is same as referenced
value [Sch+16].

Substituting these decay 7~ momenta into Eq. 2.2.10 and Eq. 2.2.11, the result-
ing A binding energies B, are calculated. The mass values used for the calculation
are listed in Table 4.2. The obtained B, are summarized in Table 4.3.

Although some variation is observed depending on the calibration method, all
results are mutually consistent within their respective systematic uncertainties. For
4H, the method using the elastic scattering peak at E;, = 420 MeV yields a slightly
deeper binding energy by approximately 0.15 MeV, but this difference remains

153
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Table 4.2: Mass values used in the calculation of Bj.

Particle Mass [MeV/c2] Reference

’H 1875.612946 AME 2020 [Wan+21]
3H 2808.921138 AME 2020 [Wan+21]
3He 2808.391608 AME 2020 [Wan+21]
‘He 3727.379409 AME 2020 [Wan+21]
A 1115.683 PDG 2022 [Gro22]
T 139.5706 PDG 2022 [Gro22]

Table 4.3: Summary of A binding energies B, for 3H and {H obtained using dif-
ferent calibration methods. All numbers are described with a unit of MeV.

Statistical ~Systematic

Calibration method Hypernucleus By

error error
_ 1H 2.265 0.005 0.178

Elastic scattered electron 3
1H 0.609 0.013 0.165
1H 2.157%1 0.005 0.080

4H peak g\
+H 0.523 0.013 0.075

*IThe value for {H obtained using the {H peak calibration is same as referenced
value [Sch+16].

within the uncertainty range due to energy extrapolation. For 3 H, the present study
has revealed that the A binding energy is significantly deeper than previously sug-
gested by nuclear emulsion experiments and heavy-ion collision measurements by
the ALICE Collaboration.

Figure 4.1 summarizes the reported values of B, for 3H, and Figure 4.2 shows
those for 1 H, as measured in previous experiments. Including the result from the
present data, the weighted mean was calculated for each case.

The relative difference between the 4H and 3H decay 7~ momenta is a robust
result derived from the present data and remains unaffected by the undulator cal-
ibration. The relative momentum, p,- (1H) — p,- (3H), is obtained as:

* 19.057 4+ 0.021 (stat.) £ 0.036 (syst.) MeV/c (with elastic scattering data)

* 19.078 4 0.021 (stat.) 4 0.036 (syst.) MeV/c (with {H decay 7~ momentum)

The observation of a statistically significant peak in the 3 H decay 7~ momentum
using the well-established method of decay-pion spectroscopy represents the first
such measurement in the world. This constitutes a major advancement, success-
fully achieving a direct and spectroscopic determination of the A binding energy
of 3H.
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Figure 4.1: A summary of the reported values of the B, for 3H. The present result
is plotted together, and the weighted average is indicated by the blue dashed line,
with its uncertainty shown as a light blue band. Each data point is referenced from
the corresponding publication: [Pra+61; Amm+62; May+66; Cha+68; Key+70;
Jur+73; Ada+20; Ach+23; Kas+25].
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Figure 4.2: A summary of the reported values of the B, for {H. The present result
is plotted together, and the weighted average is indicated by the blue dashed line,
with its uncertainty shown as a light blue band. Each data point is referenced from
the corresponding publication: [Cra+62; Gaj+67; Boh+68; Jur+73; Tam+89;
Sch+16; T S22; Kas+25].
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4.2 Discussion

The present study suggests that the A binding energy of 3H may be significantly
deeper than previously reported. In contrast, the value obtained for {H is con-
sistent with prior experimental results. In the following, we discuss the possible
implications of these findings for the structure of s-shell hypernuclei and the nature
of the A — N interaction.

4.2.1 Input for the nature of A — N interaction

As introduced in Section 1.2.1, there have been discrepancies among experimental
values for the A binding energy of 3H. Although theoretical calculations employ-
ing various approaches are generally consistent with the results from early nuclear
emulsion experiments and heavy-ion collision measurements by the ALICE Collab-
oration, the interpretation remains model-dependent.

The present study yields a value of B, (3H) = 0.5234-0.013 (stat.)4-0.075 (syst.) MeV]
which is consistent with the value reported by the STAR Collaboration, B, =
406 + 120 (stat.) £+ 110 (syst.) keV [Ada+20] while significantly deeper than previ-
ously reported other results. This suggests the presence of a stronger interaction
between the A and the deuteron core.

Theoretical investigations have been conducted to explore how the hyperon-
nucleon (Y N) interaction must be modified to reproduce such a deeply bound state.
For example, a study by H. Le et al. [Le+20] employed chiral effective field theory
(xEFT) interactions (NLO13 and NLO19) and solved the Faddeev equation to evalu-
ate By of 3H. They found that enhancing the singlet 1S, Ap scattering length from
the conventional value of —2.91 fm to approximately —4.5 to —5.0 fm, while re-
ducing the strength of the spin-triplet 2S5, interaction maintained consistency with
existing Ap scattering data, could reproduce a binding energy of 0.4 — 0.5 MeV. This
modification was also applied to other hypernuclei, such as {He and ’Li. For {He,
the A binding energy of the 0" state increased and approached the experimental
value of 2.39 MeV, while the separation energy of the 1* state — being sensitive
to the spin-triplet interaction — decreased, resulting in an improved reproduction
of the observed 0™ — 17 spin splitting. For {Li, the A binding energy slightly in-
creased as well, but the shift remained within the theoretical uncertainty due to
three-body force (3BF) effects (on the order of ~ 300 keV). These results demon-
strate that the observed deep binding energy can be understood by considering the
spin dependence of the YN interaction.
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However, several theoretical models for the YN interaction developed over
the past decades encounter inconsistencies with other hypernuclear systems when
modified to reproduce the present result.

For instance, E. Hiyama et al. [Hiy+14] performed high-precision three-body
calculations using the Gaussian Expansion Method (GEM) to investigate whether
the nnA system can form a bound state. Their model employed the AV8 potential
for the NV interaction and a realistic Y N interaction that incorporates AN — XN
coupling and reproduces the phase shifts of the NSC97f potential.

In their analysis, the strength of the tensor component of the YN interaction

—particularly the 3V AN

term—was scaled to test the sensitivity of the nnA
binding. Simultaneously, they evaluated whether the same interaction parameters
could reproduce the A binding energies of $H, 41H, and 4 He. Their results showed
that although a 20% enhancement of the tensor term could marginally bind the
nnA system, it led to an overbinding of the other hypernuclei compared to experi-
mental values. Based on this, they concluded that the nnA system is unlikely to be
bound within the framework of realistic YN interactions.

Notably, within their model, a deeper binding energy of 3H in the range of
0.5 — 0.6 MeV, as suggested by the present measurement, would imply a bound
nnA state. This highlights the critical role of precise B,(3H) determinations in

constraining the possible existence of exotic hypernuclei such as nnA.

—-B, (MeV
-B, (MeV) a(MsY)
(a) (b) (c)
unbound unbound
deA unbound 3/2° unbound 3/2* . nn A
0 i
-0.1[" -0.054 112
L 1/2* 1/2* -0.5—
—0.13 -0.19
L 1/2*
Exp -0.36 3/2"
05— -0.43
~ 1/2*
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(i) Calculated B, for 3, H (ii) Calculated B, for 3 n

Figure 4.3: Calculated A-separation energies of (i) 3H and (ii) the nnA system
for various strengths of the tensor component V¥ =¥ in the YN interaction
(adapted from Ref. [Hiy+14]). Panels (a), (b), and (c) correspond to scaling fac-
tors of 1.00, 1.10, and 1.20, respectively.
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Furthermore, D. L. Mihaylov et al. [Mih+24] imposed stringent constraints on
the pA interaction by combining traditional low-energy scattering data—character-
ized by limited statistics and large systematic uncertainties—with femtoscopic pA
correlation functions measured in 13 TeV pp collisions by the ALICE Collaboration.
This analysis offers one of the most precise characterizations of low-energy Y N
interactions to date.

In their study, both the phenomenological Usmani potential and the chiral EFT
NLO19 interaction (modified to account for SU(3) symmetry breaking) were em-
ployed. The authors utilized the CATS framework to solve the Schrodinger equa-
tion numerically while varying the singlet and triplet scattering lengths, f, and
f1, to reproduce the correlation function C'(k). The source function S(my,r) was
modeled using the CECA framework, and the correlation function was computed
through the Koonin-Pratt formalism.

As a result, assuming f; = 2.1 fm, they obtained f; = 1.56 +0.08 fm, indicating
that the pA interaction is less attractive than previously thought. This finding ap-
pears to contradict the present result, which implies a significantly more attractive
AN interaction as required to produce a deeply bound 3 H state.

In parallel, the present result for the A binding energy of 4 H is consistent with
the previous measurements performed at MAMI within the range of systematic
uncertainties, albeit indicating a relatively larger binding energy. Notably, it is
in good agreement with the values recently reported by the STAR collaboration
in heavy-ion collision experiments [T S22] as well as by the J-PARC E07 experi-
ment using nuclear emulsion techniques [Kas+25]. This consistency may suggest
a smaller value of AB} (0§ ) = Ba(3H(0")) — Ba(3He(0")) in the ground state.

4.2.2 Effect for the hypertriton puzzle

Regarding the lifetime 7 of 3H, several theoretical interpretations have been pro-
posed in relation to the increase in B,. Calculations based on chiral effective field
theory by Pérez-Obiol et al. [Pér+20] indicate that the lifetime 7 exhibits a strong
dependence on the A binding energy. Specifically, for B, ~ 0.1 MeV, they predict
7/7A ~ 0.8 (75: lifetime of the A hyperon, ~ 263 ps), while for By ~ 0.4 MeV, the
ratio can decrease to 7/75, ~ 0.6. This implies that the shorter lifetime of around
150 ps reported in the 2010s could be explained by a stronger Ad interaction.

On the other hand, calculations based on a pion-exchange model by M. Rayet
and R.H. Dalitz [RD66], and those using pionless EFT by E Hildenbrand and
H.W. Hammer [HH20], suggest that the 3H lifetime is largely independent of the
A binding energy and consistently remains close to 7/75 ~ 1.
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Currently, a direct high-statistics measurement of the 3 H lifetime is under anal-
ysis in the J-PARC E73 experiment, and new high-precision data are expected to
provide further insight.

4.2.3 Future prospects

As discussed above, precision measurements of the beam energy using synchrotron
radiation interferometry from the undulator are currently in progress. The analysis
of the data obtained in both the undulator validation experiment and the present
study has demonstrated that the absolute beam energy can be determined with
a statistical uncertainty of approximately 1.0 x 10~* [Nis25]. At present, the pri-
mary focus is on evaluating the systematic uncertainty arising from the wavelength
calibration of the interference fringes.

In the future, further improvements in the absolute energy calibration using
this technique are expected to reduce the current systematic uncertainty to below
30 keV. This will enable the determination of the A binding energies for both hy-
pernuclei with world-leading precision, independent of prior measurements.

Through the progression from earlier experiments at MAMI to the present study,
the method of high-precision B, determination via decay pion spectroscopy has
been firmly established for light hypernuclei. Future experiments at Jefferson Lab,
which offers higher beam current and is equipped with detector systems capable
of handling high-rate environments, are being planned to apply decay pion spec-
troscopy for high-precision B, measurements. This will make it possible to extend
the technique to p-shell hypernuclei, where the mesonic weak decay rate is lower,
thus opening up further opportunities for advancing hypernuclear spectroscopy.
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Chapter 5

Summary and Conclusion

In this study, we conducted a high-precision measurement of the A binding en-
ergy B, of 3H using the decay pion spectroscopy method at the Mainz Microtron
(MAMI), where the world’s most precise B, measurement of 4H had previously
been achieved. The hypertriton 3H, as a bound system of a deuteron and a A
hyperon, is the simplest A hypernucleus and has thus served as a benchmark in
hypernuclear physics. Nevertheless, its fundamental properties, including B, and
lifetime, remain experimentally considerable, and theoretical interpretations are
model-dependent. In particular, recent heavy-ion collision experiments have re-
ported conflicting B, values, and its lifetime—despite its shallow binding energy
—has been reported to be shorter than those of medium and heavy hypernuclei.
These puzzles have brought renewed attention to the so-called hypertriton puzzle.

Decay pion spectroscopy offers a direct and highly precise approach to mea-
suring the ground-state B,. Building on the experimental methods established in
our 3 H measurements conducted at MAMI in 2012 and 2014, we aimed to directly
measure B, of 3H with improved accuracy, thereby contributing critical experi-
mental input toward resolving the hypertriton puzzle and constraining the A — N
interaction.

This experiment featured two major advancements. First, the target material
was changed from °Be to "Li. A target with a lower atomic number helps sup-
press not only electromagnetic background events but also background from other
hyperfragments. Despite its lower density, a high luminosity was achieved by de-
signing the lithium target to be 45 mm long along the beam axis. Moreover, to
minimize the effective target thickness traversed by the decay =—, the spectrome-
ter was placed at 95° relative to the beam axis, and the target width was narrowed
to 0.75 mm. This unique design was made possible by mounting the target on a
remotely controllable stage with a few micrometers of precision, combined with a
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primary electron beam steerable to sub-millimeter level.

Second, a new method for measuring the beam energy using synchrotron radi-
ation interferometry from an undulator was introduced. Since spectrometer mo-
mentum calibration is based on electron elastic scattering, the absolute value of
the incident beam energy critically affects the accuracy. In conventional methods,
an uncertainty of 160 keV in beam energy dominated the systematic error. The
new method achieved a tenfold improvement in precision, significantly reducing
this source of systematic uncertainty.

This dissertation introduced these updates and explained in detail the physi-
cal and calibration experiments conducted, along with the analysis methods. The
experiment was carried out in autumn 2022, achieving a luminosity of [ Ldt =
826.94 (fb~1), comparable to that of the previous 4 H study. For the calibration ex-
periment, a multi-foil target was designed to investigate the z-dependence of parti-
cle production, and a richer dataset in beam energy and spectrometer momentum
settings was acquired.

The momentum calibration analysis accounted for both the nonlinearity over
the full spectrometer acceptance and the z-dependence of the reconstruction, with
uncertainties suppressed to the level of a few keV/c. Due to the ongoing analysis
of the synchrotron radiation data, the beam energy provided by the MAMI facility
was used as a reference in this work.

In the tagging strangeness produced events analysis using the KAOS spectrom-
eter, K+ mesons were identified based on their  values and energy loss measured
by TOF counters, combined with momentum information. Despite limited reso-
lution and without relying on simulation, the background from abundant = and
protons was separated through a data-driven approach. As a result, 618 K events
were identified.

The momentum distribution of SpekA for selected K events exhibited two dis-
tinct peaks: one near 114 MeV/c, corresponding to decay =~ from 3 H, and another
near 133 MeV/c, attributed to decay n~ from {H. These peaks were fitted using
Landau-Gaussian convolution functions, whose shapes were determined from the
calibration data and simulation. The obtained peak significances were studied with
a likelihood ratio test, resulting in 4.21 for 3H and 8.36 for 4 H, indicating statisti-
cally significant observations.

The decay 7~ momenta obtained from calibration with electron elastic scatter-
ing data were:

* po—(4H) = 132.718 4 0.007 (stat.) & 0.246 (syst.) MeV/c

* p.—(3H) = 113.661 = 0.020 (stat.) + 0.245 (syst.) MeV/c
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The corresponding A binding energies were:
* By(4H) = 2.265 + 0.005 (stat.) £ 0.178 (syst.) MeV
* Bx(3H) = 0.609 & 0.013 (stat.) & 0.165 (syst.) MeV

When calibrated using the known 3 H decay 7~ momentum from previous stud-
ies at MAMI [Sch+16], p,- (1H) = 132.867+0.013 (stat.) =0.107 (syst.) MeV/c, the
results were:

* p.—(3H) = 113.789 4 0.020 (stat.) 4 0.112 (syst.) MeV/c
« By(3H) = 0.523 + 0.013 (stat.) = 0.075 (syst.) MeV

The calibration based on elastic scattering data includes systematic uncertain-
ties arising from the beam energy uncertainty at MAMI and extrapolation errors
due to the higher beam energy (£, = 420 MeV). In contrast, the calibration using
the 4H decay 7~ from previous work primarily inherits the statistical and system-
atic errors from that measurement. These uncertainties are expected to be reduced
below 30 keV once the undulator-based beam energy analysis is complete.

In this study, both 3H and {H decay 7~ peaks were successfully observed,
enabling a precise determination of the momentum difference between the two,

Pr- (?\H) = DPr- (?\H>
* 19.057 £ 0.021 (stat.) £ 0.036 (syst.)MeV/c (elastic scattering calibration)
* 19.078 4+ 0.021 (stat.) + 0.036 (syst.) MeV/c (using 1H decay )

This study marks the first observation of the $H decay =~ peak using decay pion
spectroscopy. The statistical significance exceeds 40, and the statistical uncertainty
of 13 keV surpasses the precision of all previously reported measurements by ap-
proximately an order of magnitude. The systematic uncertainty is expected to be
further reduced once the analysis of the undulator-based beam energy measure-
ment is completed in the near future.
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Appendix A

DAQ system for hypernuclear experi-
ment at Al

Figure A.1 shows the complete DAQ diagram used in the present experiment. Here,
all the modules involved are shown as rectangular boxes, and signals coming from
(or going to) external modules are shown as rhombuses. Many modules unique
to the MAMI and GSI facilities are used here. The description of the role of each
module is assigned a letter linked to the box below. In the figure, two trigger signals
enter from the left: KAOS and SpekA. The top half is for KAOS, and the bottom
half is for SpekA; both have their own branches, but the basic principle is almost
the same.

First, the trigger is distributed through the FAN-IN FAN-OUT (FIFO), modules A
and V. From there, the trigger branches to the VUCAM D and U for single events, and
to the first AND modules B and P that lead to the coincidence section. Both of these
modules get their secondary input from the micro-Busy module (£). In the case of
the SpekA arm, the busy signal from the read logic of SpekA is explicitly taken.
If there is no interruption due to the busy signal, it reaches the main coincidence
module O. The SpekA trigger signal is defined to be 80 ns long. This opens a
coincidence window, and the module waits for the KAOS trigger to arrive. This
pulse is 20 ns long. From there, it reaches the OR modules (F and Q), which
trigger the data readout and set the spectrometer busy. The emitted coincidence
signal was sent to the Event Builder module and labeled with an event number.
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Appendix B

Simple peak significance evaluation

From the fitting with the Landau-Gaussian function, the statistical significance of
peaks was also evaluated using a simple analytical approximation based on the
simple significance formula. The peak significance N, was defined as

S
Ny = ——, B.0.1
VS + BG ( )

where S and BG are the integrals of the signal component (Landau-Gaussian) and
background component (first-order polynomial), respectively, over the region of
+30 around the peak. The calculated values of N, were:

« N,(4H) =5.730

« N,(3H) = 3.090
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